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PREFACE 

 

The detection, classification, and localization of faults in power systems are essential to 

prevent prolonged power supply interruptions, mitigate cascading failures leading to 

blackouts, and ensure secure and uninterrupted bulk power transfer over long distances. 

Prompt fault localization facilitates swift maintenance actions by utility operators, thereby 

restoring normal operation quickly. Despite advancements in measuring instruments aiding 

fault detection, pinpointing the exact fault location remains challenging. Model-based 

techniques like impedance-based and traveling wave methods have been utilized for fault 

localization; however, each exhibits certain limitations, such as computational complexity 

and reliance on expensive equipment.  

With the advent of sophisticated measuring instruments such as synchronized phasor 

measurement units and fault data recorders, real-time power system voltage and current data 

are accessible, which has led to an increasing interest in process history-based fault diagnosis 

techniques, particularly machine learning (ML) models. These models offer automated and 

rapid fault diagnosis capabilities, thus addressing the shortcomings of traditional methods. 

Despite numerous studies on ML-based power system fault diagnosis, there is a lack of a 

comprehensive review capturing the state-of-the-art advancements. This thesis aims to fill 

this gap by providing an inclusive review of ML-based fault diagnosis techniques. The 

review incorporates discussion supported by tabulated facts for fault detection, 

classification, location identification, and exact localization works, with techniques used, 

different simulation tools used, and their application systems. Further, the advantages and 

disadvantages of all the fault diagnosis techniques, the status of research, research trends, 

and perspectives for needed research have been highlighted. 
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Furthermore, from the critical analyses of the literature review, it was found that several 

models, such as Bayesian ridge regression, XGBoost, and Extra tree application, remain 

absent for power system fault diagnosis despite demonstrating superior performance in other 

power system related areas. Hence, in this thesis, these models have been proposed for 

conventional power system fault diagnosis, and the results demonstrate that they 

outperformed other compared models. To carry out the proposed work a diverse power 

system fault database was generated considering actual field variations of fault attributes 

utilizing the IEEE 9 Bus system.  

Conventional power system protection schemes are encountering new challenges with 

the increasing integration of renewable energy sources (RES) into the continuously evolving 

power system architectures. The quick and precise power system fault diagnosis with RES 

integration is even more vital for transmission companies (TRANSCOMs) than it used to be 

for conventional power systems. The longer a RES plant stays out of service due to faults, 

the heavier the financial losses incurred by the associated TRANSCOM. TRANSCOMs not 

only lose revenue from unsupplied power but also incur expenses by compensating for the 

shortfall in energy for essential loads. Additionally, TRANSCOMs may face penalties for 

their inability to transmit power generated by RES during outage periods. Hence, timely fault 

classification and localization become more crucial for power systems with RES integration.  

Adaptive and intelligent methodologies, incorporating ML techniques for fault 

diagnosis, have emerged as promising solutions. However, RES introduces bidirectional 

power flow in the lines and increases the short-circuit current level. With RES penetration 

levels reaching up to 40%, the short-circuit current can increase to as much as seven times 

the normal level. This significant rise can disrupt the normal operation of relays that were 
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designed for normal short-circuit currents, necessitating the resetting of relays and the 

upgradation of protection devices. Further, the dependence of RES on weather conditions 

causes the power fed to the grid to keep changing, resulting in fluctuations in the increased 

short-circuit level of the transmission lines. As a result, increasing RES penetration will 

cause fluctuations in the fault signatures of various faults, despite any change in the fault 

resistance and inception angles, posing challenges to ML-based fault diagnosis. Thus, there 

is a need to assess the impact of RES integrations on fault diagnostic schemes. For this, a 

diverse fault dataset for the IEEE 9 Bus system as a conventional power system and RES 

integrated system as a solar photovoltaic integrated IEEE 9 Bus system was generated 

considering actual field variations of fault attributes and temperature and irradiance 

variations. 

Thus, this dissertation assesses the impact of RES integration on the performance of ML 

models in the fault diagnosis of power systems. The integration of RES, such as solar power, 

introduces significant changes to system topology and fault characteristics, challenging the 

effectiveness of ML models trained using conventional power system fault data. The study 

proposes an analysis of ML model performance under two scenarios: impact analysis 

(absence of fault data for newly integrated RES) and adaptability analysis (availability of 

fault data over time). The impact analysis of different size RES integrations, varying in 

power generation capacity on the performance of these models, showed that the classification 

and localization performance of ML models degraded significantly. Further, the adaptability 

analysis reveals that Bayesian ridge regression is the most effective method, demonstrating 

efficient transfer of learning with minimal inclusion of new fault data for fault localization. 
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At the same time, XGBoost, Extra Tree, and Random Forest classifiers performed well for 

fault classification with gradual fault data availability. 

The thesis further explores the challenges posed by the ongoing penetrations of RES on 

ML based fault diagnosis, as changed systems fault data with required diversity is 

immediately unavailable after an increase in RES penetration. An increase in the RES 

penetration level of an existing transmission network significantly alters its topology and 

fault characteristics, depending on the level of increase. Thus, there is a need to examine ML 

models' fault classification and localization performance for power systems under increasing 

RES penetrations of varying levels. Therefore, in this thesis, initially, ML models are 

explored for their adaptability to old penetration fault data, as fault data for increased 

penetration is immediately unavailable. Further, incremental learning approaches for ML 

models are adopted to test their continual learning ability as new fault data becomes 

gradually available for increased penetration level. The findings underscore the necessity of 

adaptable ML models for effective fault diagnosis in dynamically evolving power systems 

with increasing RES penetration. XGBoost was identified as a leading model for maintaining 

fault diagnosis accuracy amidst ongoing RES integrations, demonstrating superior 

performance in classifying and locating transmission line faults under varying RES 

penetrations and fluctuating weather conditions. The presented comprehensive review and 

empirical analysis within the thesis provide valuable insights into the future directions of 

ML-based power system fault diagnosis. 
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Chapter 1 INTRODUCTION 

 

1.1 Introduction 

The traditional structure of the power system has been characterized by a "vertical" 

framework comprising centralized generation, transmission, and distribution networks. 

Within this structure, power transmission networks hold particular significance as they 

facilitate the transportation of substantial quantities of high-voltage power from generating 

units to substations [1]. Consequently, ensuring consistent and highly reliable service to 

substations is the primary obligation of any electrical power system [2]. Modern society 

heavily relies on complex and widespread electrical networks for critical services like 

healthcare, residential and commercial loads, industrial manufacturing, and transportation 

[3]. Consequently, seamless energy delivery within urban infrastructure without interruption 

has become a major national concern. 

Large deviations in power system parameters like current and voltage indicate that 

abnormal phenomena have occurred in the power system, such as faults. Faults are inevitable 

in power systems and are often more prevalent in overhead transmission and distribution 

lines than other components. Various factors, such as natural disasters, man-made accidents, 

and interference from animals or trees, cause faults in transmission and distribution lines [4]. 

These faults not only jeopardize the reliability of the system but also impact end-user 

satisfaction. In response to these challenges, researchers have intensified their efforts toward 

devising methodologies for the prompt detection, classification, and localization of faults. 

Historically, fault localization techniques relied on manual inspections. Later model-

based techniques, namely impedance and traveling waves methods, became popular for fault 
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diagnosis [5], [6]. However, the impedance-based method, although effective, poses 

significant drawbacks. It is tedious, complicated, time-consuming, and computationally 

intensive, relying heavily on mathematical modeling and necessitating expertise in the 

domain. Conversely, traveling wave-based methods leverage transient information during 

the fault occurrence. Nevertheless, their implementation is cost-prohibitive due to the 

requirement of installing traveling wave fault locators along transmission lines to capture 

precise transient data for fault localization accuracy. While both impedance-based and 

traveling wave-based methods demonstrated effectiveness within their designated networks, 

any alterations in the system configuration jeopardized their accuracy. As a result, a pressing 

need emerges for more robust and adaptable fault localization techniques to address the 

evolving complexities of modern power systems. 

The advent of advanced measuring infrastructure, such as phasor measurement units 

(PMUs) and fault data recorders deployed along transmission lines, offers valuable insights 

into transmission line disturbances and real-time fault data collection [7]. The widespread 

positioning of metering infrastructure throughout the power system has resulted in vast 

amounts of data, prompting the exploration of machine learning (ML) algorithms for smart 

fault detection, classification, and localization [8]. While numerous studies in the literature 

have explored ML-based approaches for power system fault diagnosis, there remains a need 

for a comprehensive and up-to-date review of ML-driven fault diagnosis in power systems. 

Thus, this dissertation aims to address this need by presenting a systematic review that 

encompasses all facets of ML-based power system fault diagnosis to address this research 

gap.  
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Further, many ML models have already been explored for conventional power system 

transmission and distributed lines, however, a few recent models have still not been 

explored. Thus, this dissertation proposes and explores previously unexplored ML models 

for transmission line fault classification and localization. To facilitate this research, a diverse 

fault database was generated using simulations of the IEEE 9 Bus System in MATLAB, 

incorporating real-world variations in fault attributes. 

The scarcity of conventional energy resources and their hazardous effect on the 

environment have led to the integration of renewable energy-based power generation units, 

such as solar PV and wind plants, into the power system. These RES plants' integration can 

range from small-scale in kilowatts to large-scale in megawatts. Many RES have been 

integrated into the grid worldwide in the past few decades [9]. The integration of large-scale 

RES is done after an initial analysis of optimal sizing and placement; thus, the size may vary 

but is limited to the maximum allowable size while integrating into a conventional power 

system [10]. The recent increase in RES integration into transmission and distribution 

systems transforms traditional radial systems into meshed networks, thereby presenting 

novel challenges in fault detection, classification, and localization [11]. 

The integration of RES into power systems has become increasingly prevalent, however, 

with RES penetration levels reaching up to 40%, the short circuit current can increase to as 

much as seven times the normal level [12]. This significant rise can disrupt the normal 

operation of relays that were designed for normal short circuit currents, necessitating the 

upgradation of protection devices [13]. Furthermore, the increased short circuit level of the 

network necessitates a reevaluation of fault detection and localization methods [14]. The 

longer a RES plant stays out of service, the heavier the financial losses incurred by the 
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associated power transmission company (TRANSCOM). Hence, timely fault localization is 

crucial for power systems, especially with RES integration. During the outage, 

TRANSCOMs lose payment for unsupplied power and must compensate for the curtailed 

energy to the essential loads. Furthermore, TRANSCOMs are required to pay some money 

as a penalty to RES plant owners for not being able to transfer the power generated from 

RES during the outage period. Thus, fast and accurate fault localization is crucial for 

TRANSCOMs [5].  

The work available for RES integrated power system fault diagnosis is limited, 

especially for fault localization using regression models. Thus, this dissertation analyzes the 

impact of RES integration on ML algorithms, investigating whether models trained on 

conventional power system fault data can effectively classify and locate faults in RES-

integrated systems. Also, adaptability analysis of several classification and regression 

models has been performed to find the most adaptable ML model that can quickly learn 

RES-integrated fault scenarios with the least available data. 

Additionally, the dissertation assesses how ML classification and regression models 

perform as RES penetration levels increase and power fed to the transmission networks 

fluctuates due to varying weather conditions. The investigation into adaptability 

demonstrates the models' ability to leverage historical fault data from lower penetration 

levels to effectively classify and localize faults as penetration levels increase. Concurrently, 

the study on learning competence seeks to identify the most efficient model for quickly 

learning fault patterns associated with higher penetration levels, utilizing an incremental 

learning approach for fault classification and localization. These assessments contribute to a 
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deeper understanding of the practical implementation of ML-based fault diagnosis in modern 

power systems undergoing increasing integration of RES. 

 

1.2 Background 

1.2.1 Conventional Power System 

The conventional power system operates on traditional methods of power generation, 

typically relying on thermal, hydropower, or nuclear power plants, moreover, the power 

transfer from the generating units to consumers is unidirectional in nature, using 

transmission and distribution lines. Power generation in the conventional system relied on 

the consumption of fossil fuels such as coal and natural gas, or nuclear reactions. This 

process involves converting the heat energy from these sources into steam to run turbines 

for power generation. After generation at remotely located hydropower, thermal, or nuclear 

plants, the power is transmitted over long distances through high-voltage transmission lines 

to substations and distribution networks. Transmission lines are crucial for delivering bulk 

power from power plants to load areas. At the distribution level, the voltage is stepped down 

according to consumer requirements, such as those of residential, commercial, and industrial 

users.  

The conventional power system is typically organized as interconnected grids, where 

multiple power plants are connected to a centralized network. The grid operators manage the 

flow of power to ensure a stable and reliable supply and balance power generation with 

demand in real-time. Although the conventional power system used to be relatively simple 

in operation and control, issues such as environmental pollution, greenhouse gas emissions 

from fossil fuel combustion, nuclear waste from nuclear power plants, and unrestrained 
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consumption of conventional energy sources have raised alarming concerns about energy 

security and sustainability. Thus, there is a transitional global shift from conventional power 

generation towards cleaner and more sustainable energy sources, resulting in the evolution 

of modern power systems. 

 

1.2.2 Modern Power System 

Growing concerns about climate change, environmental pollution, and sustainability have 

prompted an increasing emphasis on transitioning away from conventional means of power 

generation towards renewable energy sources (RES) based power generation like solar, 

wind, tidal, biomass, and geothermal energy, as depicted in Figure 1.1. This transition 

involves integrating RES-based power plants into existing grids, alongside energy storage 

systems and smart grid technologies. This RES integrated power system represents a modern 

power system, combining both conventional and RES power plants to reduce dependence 

on conventional energy sources and minimize losses in transmission lines, thereby 

enhancing transmission efficiency and improving grid reliability.  

India itself has planned the world’s largest solar power plant in Bhadla, Rajasthan, and 

the world’s third-largest in Pavagada, Karnataka. Large-scale PV plants are typically 

implemented in stages, starting with commissioning a fraction and gradually increasing 

penetration levels to full capacity [15]. However, along with several advantages come 

associated challenges for such generating units. Key challenges in RES integration include 

intermittency, variability, and grid stability, necessitating innovative solutions and advanced 

grid management techniques. The fluctuating nature of weather conditions throughout the 

day, such as temperature and irradiance value, significantly impacts power generation from 
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these plants, resulting in fluctuating power fed into the grid. As a result, stability and power 

management in RES-integrated areas have become very challenging [16], [17]. Challenges 

arising from RES integration include power system operation and control, balancing supply 

and demand, and critical settings of protection schemes, as they alter the short circuit current 

level and its direction [18]. 

 

  
Figure 1.1 Types of renewable energy sources integrated into the grid. 

 

The complexity of the power system increases with new RES integrations, rendering it 

more vulnerable to maloperations of protection devices during sudden load changes and 

switching actions. The ever-increasing integrations of RES, distributed generations (DGs), 

microgrids, and newer generation loads in existing power systems pose new challenges to 

conventional protection schemes. Most of these newer generation sources and loads utilize 
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power electronics interfaces and allow bidirectional power flows, leading to various 

protection issues such as blinding of protection, false tripping, islanding problems, loss of 

coordination, and auto recloser problems [19]–[21]. Consequently, power system operation 

and control have become increasingly challenging for operators, and manual monitoring for 

maintenance purposes has become difficult [22]. Thus, the transition from conventional 

power to a modern power system cannot be achieved without an equal and parallel transition 

from conventional protection schemes to more advanced schemes. 

 

1.2.3 Power System Faults 

Faults in the power system can manifest as either transient or permanent faults, depending 

on the duration of the disturbances. Transients occur for short intervals, typically ranging 

from microseconds to milliseconds, and are often self-quenched, with minimal impact on 

power system operations [23]. However, they signify abnormalities in power system 

equipment and should not be disregarded, as they may escalate into permanent faults [24]. 

Transients are caused by various factors, such as degradation of system components, load 

changes, lightning strikes, or switching actions. Incipient faults, a type of internal transient 

disturbance in the power system, occur for short durations ranging from ¼ cycle to multi-

cycle with low fault current values [23]. Incipient faults commonly arise from cable aging, 

as insulation deteriorates over time due to electrical and mechanical overstress, chemical 

pollution, and environmental conditions [25], [26]. Repeated occsurrences of these faults 

may lead to permanent faults in electrical transmission and distribution systems. Real-time 

monitoring of pre-fault symptoms aids in detecting abnormalities in power system operation, 

allowing operators to anticipate potential permanent faults to some extent [27].  
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Permanent faults can be broadly classified into symmetrical and asymmetrical faults, 

further divided into five sub-categories: single line to ground (SLG) fault, double line to 

ground (LLG) fault, line to line (LL) fault, three-phase to ground (LLLG) fault, and three-

phase (LLL) fault [28]. Their occurrences are further classified into eleven possibilities 

depending upon the phases involved, as depicted in Figure 1.2.  

 

 
Figure 1.2 Types of permanent short-circuit power system faults. 

 

The alteration in voltage and current characteristics during the transition from normal to 

faulty operation is significantly influenced by fault attributes such as fault type, impedance, 

distance, and inception angle. Figure 1.3 represents the fault scenarios of each fault type. 

Where Zf represents the fault impedance. Fault impedance is typically categorized as either 

high or low impedance faults. A detailed discussion about fault attributes and their typical 

range of values has been covered in chapter 3 of this dissertation. High impedance faults 

pose challenges in fault diagnosis due to their extremely low fault current values.  
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Figure 1.3 Illustration of fault scenarios for each type of fault. 
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Consequently, numerous research efforts have specifically focused on high-impedance fault 

detection, classification, and localization. Timely detection, classification, and localization 

of faults are crucial to prevent prolonged power supply interruptions, cascading failures, and 

blackouts, thereby ensuring the reliable operation of the power system [29], [30]. 

The likelihood of faults occurring in RES-integrated power systems is relatively high 

due to various factors. These include failures or malfunctions of protective devices, 

degradation of power system components such as insulation breakdown [27], natural 

disasters like floods, storms, and lightning strikes with heavy rainfall causing cable breakage 

[4], sudden load changes, switching actions, and high temperatures leading to equipment 

overheating [31]. Additionally, RES can contribute to fault currents during faults, resulting 

in increased fault currents in lines [44]. As a result, the signature of a fault occurring at a 

location will change with the incorporation of RES units, even if the fault attributes remain 

constant. Figure 1.4 illustrates the increase in fault current levels with increasing RES 

penetration levels, demonstrated by the Bus 7 current waveform obtained from MATLAB 

Simulink models of the IEEE 9 Bus System and the IEEE 9 Bus System with RES at Bus 7. 

The considered temperature and irradiance values for the given RES integrated system are 

1000 W/m2 and 25 ⁰C. The If in the figure represents the peak value of the fault current. 

Moreover, the wide variability in power generation from RES plants due to weather 

conditions, particularly temperature and irradiance fluctuations throughout the day and year, 

directly impacts the power output from solar PV-based RES [48]. Consequently, the power 

fed into the grid fluctuates, leading to variations in fault current levels [49]. Therefore, it is 

imperative to consider temperature and irradiance variations while analyzing solar PV-

based, RES-integrated transmission networks [50].  
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Figure 1.4 Illustration of change in fault current level of Bus-7 of (a) Standard IEEE 9 Bus 

system, (b) 10MW RES at Bus-7, (c) 20MW RES at Bus-7 and (d) 30MW RES at Bus-7 of 

IEEE 9 Bus system. 
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1.3 Literature Review 

1.3.1 Machine Learning-Based Conventional Power System Fault Diagnosis 

In recent times, numerous researchers have embraced ML methods for diagnosing faults in 

power systems. These techniques utilize historical data of both faulty and non-faulty power 

systems to train models that can automatically detect, classify, and locate faults. This 

approach grants the system self-healing capabilities. Once trained, these models deliver 

rapid and precise decisions, eliminating the need for mathematical modeling or domain 

expertise [32]. Rapidly locating faults aid utility operators in promptly conducting 

maintenance to restore normal power system operations [33]. Successful fault detection and 

swift localization not only expedite line restoration and ensure uninterrupted power supply 

but also yield economic advantages by reducing revenue loss due to power outages and 

saving on labor and vehicle expenses associated with manual fault location searches [22]. 

Several works on ML-based power system fault detection, classification, and localization 

are reported in the literature. Models such as Logistic Regression (LR), K-Nearest Neighbor 

(KNN), Support Vector Machine (SVM), Neural Network (NN), Naïve Bayesian (NB), 

Decision Tree (DT), Gaussian Process Regression (GPR), and Ensemble methods have been 

utilized for power system fault diagnosis in the literature [6]. 

The work proposed by Galvez and Abur used k-means clustering and weighted directed 

trees for fault localization using the time of arrival of faulted voltage transients at buses to 

identify the location of faults. The recorded voltage signal was decomposed using discrete 

wavelet transform (DWT) for extracting valuable information [11]. Chen et al. also 

leveraged measurements from various buses to locate faults in distribution networks. Their 

scheme employed Deep Graph Convolutional Networks for fault localization within the 
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IEEE 123 bus system, focusing more on faulty bus identification through classification 

techniques than pinpointing exact fault locations [34]. Zhang et al. introduced a neural 

network-based fault localization approach for the IEEE 39 bus system, utilizing a bi-

directional gated recurrent unit (Bi-GRU) neural network. They incorporated an attention 

mechanism to extract fault features from the data, comparing results with various regression 

techniques such as regression tree (RT), linear regression, random forest (RF), support 

vector regression (SVR), and back-propagation neural network (BPNN) [35]. Liang et al. 

proposed an adaptive convolutional neural network (ACNN) for faulty line identification in 

the IEEE 33 bus distribution network. Their algorithm utilized two-terminal line fault data 

for fault localization on the selected line [36]. Gashteroodkhani et al. employed SVM for 

faulty section identification and the Bewley lattice diagram for fault localization in a hybrid 

overhead and underground transmission line network. Their study utilized three 

transformation techniques—wavelet, S-transform, and time-time (TT) transformation 

highlighting that TT transformation yielded the best results for faulty section identification 

with the SVM model [37]. Sahani and Dash developed a fault localization scheme for a 

series compensated double-circuit transmission line using a weighted random vector 

functional link (RVFL) network, least squares SVM, extreme learning machine (ELM), and 

RT. They utilized empirical wavelet and Hilbert transforms for feature extraction [38]. 

Shafiullah et al. utilized wavelet transformation for feature extraction from fault datasets for 

fault localization in two-bus systems using SVR, NN, and ELM techniques [39].  

LR has been used as a base classifier model [40] for fault detection and classification. 

KNN has been applied as a classifier for fault detection in the microgrid [41], fault 

classification in a two-bus system [42], fault classification in the IEEE 9 Bus system [43], 
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and faulty zone detection in the IEEE 9 Bus system [44]. Many researchers have included 

NB as a base classifier model for fault classification in a two-bus system [45] and microgrid 

fault detection and classification [46]. DT has been used as a base model for both fault 

detection and classification [47], [48], and faulty zone detection in the two-bus system [44]. 

SVM was applied for high-impedance fault detection in the IEEE 13 Bus System [49] and 

distribution feeders [50]. SVM is an excellent classifier for the classification of faults in 

different transmission networks [46], [51]–[54]. Similarly, the work done by [35], [39], [55], 

[56] has all used SVM regression (SVR) for fault localization of different power networks. 

GPR has also been used for fault localization [57]–[59]. Interest in ensemble methods is 

growing in the literature, and works are frequently published on one or more ensemble 

methods. RF has been used for fault classification [35], classification and localization [60], 

and fault location detection [44]. Other ensemble models such as Bagging, Boosting, and 

AdaBoost can also be found in the literature for transmission and distribution network fault 

classification [43], [61], classification and faulty branch identification [62]. The presented 

work by Mrabet et al. for detecting fault location on IEEE 9 bus systems used RF for 

detecting fault location and duration from phasor measurement unit (PMU) data. It compares 

the results of RF with other ML models such as deep neural network (DNN), NN, DT, 

hoeffding tree, SVM, NB, and KNN [44]. Many fault classification and faulty line/zone 

detection works have been reported, giving outstanding performances on the studied power 

system networks. However, relatively fewer studies on fault localization using ML 

regression are available in the literature. 
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1.3.2 Machine Learning Based RES Integrated Power System Fault Diagnosis 

Limited work has been reported in the literature for ML-based power system fault diagnosis 

with RES integration. Recently, a faulty line identification work has been presented by Wang 

et al. with RES integration using a deep learning framework where CNN layers have been 

used for feature extraction from voltage and current waveforms [63]. Shah et al. presented a 

wind energy-based RES integrated IEEE 9 Bus system fault detection and classification 

using NN and SVM in [64]. The IEEE 9 Bus system consists of three generators, and in this 

study, the RES has been integrated by replacing the third generator. Thus, no new source has 

been included in the system; hence, optimal placement and sizing analysis of the IEEE 9 Bus 

have not been considered in the study. Rai et al. presented a fault classification work for a 

distribution network having two DGs using a convolutional neural network (CNN) [17]. 

Other works reported by Lin et al. for distributed energy sources (DER) integrated systems 

using ML-based fault diagnosis are Support Vector Data Description-based faulty region 

identification [65] and SLG fault detection for varying penetration levels of DER in a 

distribution network [16]. Srivastava and Parida presented fault classification and 

localization work in [66] for a five-bus test system of 11 kV medium voltage distribution 

line with two DGs using linear SVM, KNN, and Bagging for fault classification and GPR, 

RT, SVR, and linear regression for fault localization. However, the work assumed DG as a 

fixed source and sufficient fault data availability. Maruf et al. presented a study on the 

identification of an SLG fault phase and faulty segment using ANN, SVM, Bagging, and 

AdaBoost [67]. The study utilizes the IEEE 13 Bus test system, incorporating two DGs of 

1800 kVA and 2600 kVA located at two feeder buses. The performance of the faulty phase 

identification classification models is evaluated under varying DG penetrations, specifically 



17 
 

20%, 30%, and 50%. The results indicate that as the penetration of DG increases, the 

accuracy of faulty phase identification decreases. The work also used k-means clustering to 

predict missing data.  

  

1.3.3 State – of – the – art Available on ML-Based Power System Fault Diagnosis 

Owing to the increasing concerns for fault diagnosis, several research articles have been 

published for enhancing automatic fault detection, classification, and localization using ML 

techniques. A few review papers have been published by esteemed researchers, highlighting 

the work carried out in this area. Haque and Kashtiban emphasize the NN applications in 

electrical power systems for various closely related topics such as load forecasting, fault 

diagnosis, economic dispatch, and security assessment. It briefly discussed the contribution 

of the NN alone in the abovementioned electrical power system applications [68]. Prakash 

et al. presented another review focusing on techniques such as wavelet transform, fuzzy logic 

(FL), NN, genetic algorithm (GA), and SVM for fault detection in distribution networks. It 

covered two ML techniques, viz., NN and SVM [69]. The review presented by Aleem et al. 

mainly emphasizes the concepts and challenges associated with model-based and data-

driven fault diagnosis techniques [70]. Ferreira et al. presented a survey on intelligent 

system-based fault diagnosis of power system transmission lines, discussing several classical 

and computational intelligence techniques that have been applied to fault diagnosis in 

transmission lines [71]. Tirnovan and Cristea reported the works of certain popular 

classifiers, namely, NN, KNN, NB, and SVM, used for fault diagnosis [31]. Chen et al. gave 

an overview of fault diagnosis with some popular classifiers like NN, SVM, FL, and DT, 

with modifications to emphasize fault location estimations from these techniques [72]. 
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Gururajapathy et al. work covered fault diagnosis for distribution systems with DGs 

containing various conventional and artificial intelligence techniques (NN, SVM, FL, GA, 

and matching approach) for the estimation of the fault location. The authors have discussed 

in length the types of transmission line faults and traditional fault localization methods, 

namely, the traveling wave method and impedance-based methods (viz., Takagi algorithm, 

reactive component method, and Girgis equation) [73]. Mishra and Ray presented multiple 

NN configurations like backpropagation, probabilistic feed-forward, and radial basis 

function, along with FL, SVM, ELM, and RF. It also discussed the strengths and weaknesses 

of the NN, SVM, ELM, and RF [74]. Prasad et al. have reported the applications of various 

classifiers, namely, SVM, GA, DT, and ELM, for fault classification [75]. The review works 

presented by Mishra and Ray and Raza et al. are more comprehensive and chronologically 

tabulated [74], [76].  

 

1.4 Research Gap  

The existing literature lacks a recent, up-to-date comprehensive review on ML-based power 

system fault diagnosis, failing to systematically discuss several key aspects. Firstly, there is 

a dearth of analysis on the issues inherent in conventional fault diagnosis methods, which 

prompted the surge in the popularity of ML techniques. Moreover, a baseline framework and 

workflow for ML-based fault diagnosis are noticeably absent in the literature. Additionally, 

the literature fails to provide a structured presentation of various unsupervised and 

supervised learning techniques utilized for fault detection, classification, and localization. 

Tabulated works outlining the techniques employed, simulation tools utilized, and their 

applications within different systems are notably missing. Moreover, there is a notable 



19 
 

absence of comprehensive discussions on the advantages and disadvantages of these fault 

diagnosis techniques, the status of research, and recent research trends, which are vital for 

their selection. 

In tandem with the burgeoning trend of RES integration into power networks, there is a 

noticeable gap in studies analyzing the impact of RES integration into transmission networks 

on ML models' performance for fault diagnosis. Prior studies on RES often treated them as 

fixed power sources, neglecting the significant effect of fluctuations in power generation due 

to varying weather conditions. Moreover, assumptions about readily available fault data for 

training ML models do not align with practical scenarios, where acquiring diverse fault data 

can take years. Furthermore, analyses of ML models’ performance for transmission line fault 

diagnosis under the practical constraint of limited and unavailable fault data in the context 

of increasing RES penetration levels is missing in the literature. Analyzing the performance 

of fault diagnostic techniques under these real-world constraints is essential to ensure 

uninterrupted power transfer through transmission lines. This dissertation seeks to address 

these research gaps by specifically exploring the performance of ML models for 

transmission network fault classification and localization under the discussed scenarios. 

Furthermore, while most ML-based fault localization schemes focus on identifying faulty 

lines or sections, the literature lacks adequate exploration of ML regressor models for 

pinpointing the exact fault locations. Identifying precise fault locations using ML regression 

techniques holds significant value for expediting maintenance in transmission networks. 

Few studies have tested regressor models for fault localization, however, none have 

addressed localization in RES-integrated transmission systems using either ML-based 

classification or regression techniques. Thus, there is an urgent need to explore other 
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regressor models for fault localization to identify more suitable regression models for fault 

localization in both conventional and RES-integrated power systems. 

 

1.5 Dissertation Motivation  

The increasing integration of RES plants into transmission and distribution networks has 

spurred intensified research into the maintenance, protection, and control of RES-integrated 

power systems. The integration of RES introduces complexity and vulnerability, thereby 

increasing the likelihood of faults. Bidirectional power flow and increased short-circuit 

current levels necessitate the upgradation of protection devices [12]. Through an extensive 

literature review, it has become apparent that fault localization methods based on the 

impedance method entail substantial system remodeling whenever a new source or load is 

integrated. Conversely, while the traveling wave method proves effective, its high cost and 

susceptibility to accuracy degradation stemming from line tappings pose significant 

challenges. Recognizing the advantages of ML models over conventional fault diagnostic 

techniques, I am propelled to delve into investigating their suitability for RES-integrated 

systems. Therefore, I have undertaken an investigation to conduct an impact analysis of RES 

integration into transmission networks on the fault classification and localization 

performance of ML models. This endeavor aims to ascertain their efficacy for newly 

integrated RES in power systems, particularly in scenarios where fault data specific to RES-

integrated systems is unavailable. Additionally, an adaptability analysis of selected ML 

models for RES-integrated power system fault diagnosis has been conducted, aiding in the 

selection of appropriate ML models based on their learning capability to address the changed 

system topology under the practical condition of limited fault data availability over time. 
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Moreover, an investigation on the performance of ML models for increasing penetration 

level of existing RES has also been performed, considering the practical scenario of fault 

data unavailability and limited data availability gathered over time. 

Gathering diverse fault data encompassing various locations, all types of faults, and other 

attributes takes years. Additionally, the occurrence of different fault types with significant 

variations in attributes is occasional [77]. Hence, it becomes indispensable to evaluate the 

performance of ML models while considering these practical issues. Further, the integration 

of RES units significantly alters power system topology and fault characteristics [21]. This 

variability is further exacerbated by weather fluctuations. The deviation in fault current level 

can lead to increased misclassification rates and errors in fault location estimation by ML 

models. Therefore, it becomes imperative to consider factors such as temperature and 

irradiance variations for solar plants when analyzing RES-integrated transmission networks 

[13], [78], [79].  

 

1.6 Research Questions 

Prior to initiating the research endeavors of this dissertation, the following research 

questions were formulated: 

• What factors contribute to the increasing popularity of ML-based power system fault 

diagnosis over conventional techniques? 

• Is there comprehensive literature available that outlines the advantages and workflow 

for ML-based power system fault diagnosis? 

• Are there any better ML models not yet explored in the literature for the power 

system fault classification and localization? 
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• What challenges, if any, are posed to ML-based power system fault diagnostic 

models by the integration of RES into power systems? 

• Is there literature available that examines the impact of RES integration on fault 

diagnostic techniques in power systems?  

• Are there existing studies discussing the adaptability of ML models to changing 

system topologies, such as the integration of RES into power systems?  

• Will the increasing penetration of existing RES present challenges to power system 

fault diagnostic techniques, and if so, what are those challenges? 

• Will ML models be able to adapt to increasing RES penetrations trained from old 

penetration level fault data? 

 

1.7 Research Objectives  

Considering the identified literature gaps, the primary objectives of this dissertation research 

are outlined as follows:  

• To conduct simulations of both the "standard IEEE 9 Bus System" and the "RES-

integrated IEEE 9 Bus System," and generate faults within these simulations for fault 

database formation. This entails considering various fault attributes to reflect real-

world variations, including the influence of temperature and irradiance on power 

generation from different sizes of solar PV-based RES integrated into the 

transmission network under examination. 

• To analyze and compare the fault classification performance of XGBoost and Extra 

Tree with other potential ML models utilized for classifying conventional power 

system faults. 
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• To analyze and compare the localization performance of Extra Tree and Bayesian 

Ridge regression with other potential ML regression models for estimating the 

locations of conventional power system faults. 

• To assess and compare the impact of new RES integration on the classification and 

localization performance of ML models trained for conventional power systems. 

• To examine and compare the adaptability performance of ML models for fault 

classification and localization post-RES integration, considering real-world 

scenarios of gradual fault data availability over time. 

• To identify ML models that demonstrate rapid learning with limited data, by 

analyzing the adaptability trends of the studied ML models for classifying and 

localizing faults in RES-integrated transmission networks. 

• To investigate the adaptability of ML classifiers and regressors for classifying and 

localizing transmission line faults as RES penetration increases, particularly when 

fault data for the current penetration level is unavailable. 

• To explore the learning capability of ML classifiers and regressors for classifying 

and localizing transmission line faults as RES penetration increases, particularly 

when fault data for the current penetration level becomes available gradually over 

time. 

 

1.8 Hypothesis of Work 

The hypothesis section of the dissertation proposes the following conjectures: 

• Beyond the commonly used SVR, GPR, and RT models, there may exist other 

regression models better suited for fault localization within power systems. 
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• The integration of RES plants into power systems is expected to profoundly affect 

the performance of ML classification and localization models for fault classification 

and localization, given the absence of fault data specific to RES-integrated systems.  

• ML models will demonstrate an inherent capability to adapt to faults occurring within 

RES-integrated power systems as fault data gradually becomes available. 

• The performance of ML models will be affected by the increasing penetration of 

existing RES, particularly in the absence of fault data pertaining to this increased 

penetration. 

• Despite the unavailability of fault data corresponding to increased RES penetration, 

ML models will exhibit some degree of adaptation to the subsequent increase in RES 

penetration. 

•  ML models will display a tendency to learn and adapt to the increasing penetration 

of existing RES as fault data becomes gradually available. 

 

1.9 Research Challenges  

The challenges faced during the course of this dissertation are as follows: 

• Finding the research gap from the enormous amount of literature available on ML-

based power system fault diagnosis. 

• Unavailability of authentic power system fault datasets on known standard data 

repositories such as IEEE Data Port, Kaggle, and UCI Machine Learning Repository. 

• Selection of a suitable IEEE standard test system for RES integration and fault 

database formation. 

• The creation and formation of a fault database is a highly time-consuming process. 
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• Selection of suitable ML models that may be least affected by the new RES 

integration into the power system. 

 

1.10 Problem Statement 

Machine learning models have gained extensive attention for power system fault diagnosis. 

However, the evolving panorama of power systems, marked by the integration of new loads, 

distributed generations, and renewable energy sources, has shifted research focus toward 

fault diagnosis in RES-integrated power systems. Despite this, there is a noticeable scarcity 

of research on fault diagnosis in RES-integrated power systems, particularly concerning fault 

localization using regression models.  

Existing literature on RES integrated power system fault diagnosis often assumes the 

availability of fault data for training and testing ML models, treating RES sources as fixed 

power sources. However, the challenges posed by data unavailability and weather-induced 

power generation fluctuations in RES-integrated systems remain largely unexplored. The 

absence of fault data for newly integrated RES poses a challenge in training ML models 

tailored for RES-integrated systems. As a result, there is uncertainty regarding the 

performance of pre-trained ML models, originally trained for conventional power systems, 

when applied to RES-integrated systems. Additionally, information about the adaptability 

of ML models in this context is lacking in the existing literature. 

Furthermore, the installation of large-scale PV plants typically occurs in stages, from 

partial commissioning to reaching full capacity. Consequently, fault data collected at each 

penetration level may be insufficient to capture the diverse fault attributes. Despite this, there 

is a dearth of analysis on power system fault classification and localization with increasing 
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RES penetration, considering the limitations of data availability. Thus, it remains unclear 

whether pre-trained ML models, based on fault data from lower penetration levels, can 

effectively adapt to increased RES penetration levels to continue diagnosing faults in 

scenarios of data unavailability. 

 

1.11 Dataset Challenge and Description 

Research scholars encounter numerous challenges in acquiring real-time power system data 

for their studies. These challenges encompass various aspects: Firstly, access to real-time 

data from power system operators and utilities are often restricted due to security and 

confidentiality concerns. These entities are cautious about sharing sensitive data due to 

regulatory compliance and confidentiality requirements. As a result, obtaining permission to 

access such data can be challenging and time-consuming for researchers. Obtaining 

permission to access such data can be difficult and time-consuming for researchers. 

Secondly, real-time power system data may not always be readily accessible to researchers, 

particularly from large-scale power grids or transmission networks. This limited availability 

of data sources can impede research work. Furthermore, accessing real-time power system 

data often entails significant costs, including subscription fees for data providers or expenses 

associated with setting up data acquisition systems. Ensuring the quality and reliability of 

real-time power system data presents another challenge. Data may contain errors, missing 

values, or inconsistencies, thereby affecting the accuracy and validity of research findings. 

Moreover, acquiring and processing real-time power system data demands specialized 

technical expertise and resources. Researchers may need to develop or customize data 

acquisition systems and software tools to align with their research objectives. Adherence to 



27 
 

ethical guidelines and legal regulations governing the use of real-time power system data is 

paramount. This includes compliance with privacy and data protection laws to safeguard the 

rights and privacy of individuals and organizations involved. Overall, navigating these 

challenges necessitates careful planning, collaboration with industry partners, and 

leveraging available resources to ensure successful research outcomes in the field of power 

systems. 

Hence, research scholars generally resort to simulated models to obtain data for their 

research endeavors, thus avoiding the challenges mentioned earlier and saving considerable 

time in obtaining approval to access real power system data. Moreover, simulation software 

such as Matrix Laboratory (MATLAB), MAT-POWER, Alternative Transient Program-

Electromagnetic Transient Program (ATP-EMTP), Grid LAB Power Distribution System 

Simulation Software (GridLAB-D), Open Distribution System Simulator (OpenDSS), 

Power System Analysis Software Package (PSASP), Power System Computer Aided Design 

(PSCAD), Positive Sequence Load Flow Software (PSLF), Power System Simulator for 

Engineering (PSS/E), Electrical Transient and Analyzer Program (ETAP), DIgSILENT, and 

Real-Time Digital Simulators (RTDS) offer models that closely emulate the performance of 

real power systems [80]. Among these, MATLAB [81], PSCAD [82], PSS/E [83], and 

DIgSILENT [84] tools have been extensively utilized in the literature for power system fault 

diagnosis applications. In line with the objectives of this dissertation, the MATLAB 

Simulink 2021b environment has been employed to simulate the IEEE 9 Bus system and the 

integrated solar PV plant system, facilitating the generation of fault data required for the 

proposed research. 
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1.12 Contribution 

With the accomplishment of the presented dissertation work, the contributions made have 

been listed below: 

• A comprehensive literature review on ML-based power system fault diagnosis, its 

advantages and disadvantages, research trends, some key issues, and perspectives for 

needed research have been summarized. 

• Analysis and comparison of XGBoost and Extra Tree classifiers with the potential 

ML classifiers and Extra Tree and Bayesian Ridge regression with the potential ML 

regressors for fault classification and localization of the transmission line faults. 

• Analyzing and comparing the impact of new RES integration on transmission line 

fault classification and localization performance of various ML models. 

• Analyzing and comparing the adaptability performance of the ML models for 

classification and localization of fault post-RES integration considering the real-

world power systems scenarios of gradual fault data availability over time. 

• Analyzing the adaptability of ML models for transmission line fault classification 

and localization amidst increasing penetration of RES when fault data for the current 

penetration is unavailable. 

• Investigating the learning capability of ML models for transmission line fault 

classification and localization through incremental learning approach amidst 

increasing penetration of RES when fault data for current penetration is available 

gradually over time. 
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1.13 Procedural Framework of the Proposed Research 

The proposed research's conceptual framework is depicted in Figure 1.5, illustrating the 

progression of the dissertation's work. This framework provides an overview of each 

chapter's contents and outlines the steps involved in training and testing ML models across 

Chapters 4, 5, and 6. Within each chapter, a detailed workflow is provided for scenarios 

under study. Thus, this presented workflow serves as a graphical summary of the 

dissertation, bridging the transition from Chapter 1 to subsequent chapters. It also briefs 

about the steps followed in chapters 4, 5, and 6 for analyzing and comparing several ML 

models' performance from loading the data, to preprocessing the data to make it compatible 

with the models' trainable format. Further, the splitting of the complete dataset is done to use 

the part of data for training and the rest for testing. Each study utilizes a different train-test 

split, discussed in detail in subsequent chapters. Hyperparameters of the models are then 

tuned for optimal performance, followed by model training and testing. Finally, the 

performance of the models is analyzed and compared to identify the best and worst 

performers for each scenario under study.  
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Figure 1.5 Conceptual framework of the proposed dissertation. 
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1.14 Dissertation Outline 

Chapter 2 provides a comprehensive review of power system fault diagnosis challenges, 

particularly in the context of conventional methods, which have driven the widespread 

adoption of ML techniques. It establishes a foundational framework and workflow for ML-

based fault diagnosis, accompanied by an extensive discussion on both unsupervised and 

supervised learning techniques. This discussion is further supported by tabulated facts, 

covering fault detection, classification, and localization methods. Additionally, various 

simulation tools and their applications in fault diagnosis are analyzed. The advantages and 

disadvantages of different fault diagnosis techniques are critically assessed, and the research 

trends and perspectives about needed investigation in power system fault diagnosis are 

outlined.  

Chapter 3 presents an overview of the IEEE 9 Bus system selected for the research 

undertaken in this dissertation. It provides detailed descriptions of the system parameters 

and its modeling using MATLAB Simulink. Additionally, it discusses the fault attributes for 

which fault datasets have been generated. Furthermore, the chapter addresses the integration 

of RES into the IEEE 9 bus system at optimal locations and sizes, along with their modeling 

in MATLAB. Lastly, it discusses the conditions under which fault data for IEEE 9 Bus 

system and RES-integrated systems has been generated. 

Chapter 4 presents standard IEEE 9 Bus system fault classification and localization 

using various ML models. While many of these models have been previously explored in 

the literature, XGBoost and Extra Trees (ET) as classifiers and Extra Trees and Bayesian 

Ridge Regression as regressors have not been utilized in the power system fault diagnosis 

literature. Hence, these models are incorporated in this dissertation to assess their 
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effectiveness for fault classification and localization. Additionally, dimensionality reduction 

techniques such as PCA, Kernel PCA, and LDA for fault classification and PCA and Kernel 

PCA for fault localization are employed to compare the performance of models with and 

without dimensionality reduction techniques. 

Chapter 5 examines the impact of newly integrated RES into transmission lines on the 

performance of ML models when fault data for RES-integrated systems is unavailable. In 

this scenario, fault classification and localization responses are predicted using pre-trained 

ML models trained on fault data from conventional power systems. Additionally, an 

investigation into the adaptability of the models is conducted to identify the most adaptable 

ML classifier and regressor capable of quickly adjusting to RES-integrated system fault data 

with minimal available data for fault classification and localization.   

Chapter 6 investigates the adaptability of ML models to the increasing penetration level 

of existing RES concerning fault classification and localization, particularly based on the 

limited availability of fault data from previous penetration levels for training. The objective 

is to predict fault type and location for the current penetration level in the absence of data 

specific to that level. Additionally, an examination of the learning capabilities of the models 

is undertaken, focusing on the limited availability of fault data from the current penetration 

level. The aim is to identify the ML classifier and regressor models that exhibit the quickest 

learning for fault classification and localization in systems with increased RES integration. 

Chapter 7 summarizes the main conclusions derived from this dissertation work. The 

potential future propositions of these studies, along with the future research scope, are also 

highlighted in this chapter. 
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1.15 Chapter Summary and Transition 

This chapter serves as an introduction to the dissertation, providing an overview of the 

proposed research, its background, significance, and rationale. It begins by elucidating the 

necessity and importance of the study, outlining the existing literature in the field, and 

identifying research gaps that motivated the investigation. The identification of research 

gaps led to the formulation of research questions, which in turn drove the commencement of 

the dissertation, resulting in the establishment of precise research objectives. Before delving 

into the empirical research, certain assumptions were made, delineated as hypotheses of 

work. Additionally, the chapter addresses the challenges encountered during the research 

process, particularly those related to data acquisition. Furthermore, the chapter outlines the 

contributions of the dissertation and presents a conceptual framework for conducting the 

proposed research. It also provides an outline of the dissertation, delineating the content and 

scope of each chapter. 

The dissertation outline delineates the structure of the subsequent chapters. Firstly, 

Chapter 2 gives a comprehensive review of ML-based fault diagnosis, elucidating various 

ML models in detail. Following chapter 3, presents details about the modeling of the IEEE 

9 bus system and solar PV plant integration to the IEEE 9 Bus system, along with discussions 

on fault data generation. Moving on, chapter 4 delves into ML models for conventional 

power system fault classification and localization, both with and without dimensionality 

reduction techniques. Further, Chapter 5 examines the impact of RES integration on ML 

models' performance, analyzing their adaptability to RES-integrated power system fault 

data. Chapter 6 investigates adaptability and learning competence concerning increasing 
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RES penetration levels. Lastly, chapter 7 provides concluding remarks derived from the 

findings presented throughout the dissertation and the scope of future research work.  
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Chapter 2 MACHINE LEARNING BASED POWER SYSTEM FAULT 

DIAGNOSIS: RESEARCH ADVANCEMENTS AND PERSPECTIVES 

 

2.1 Introduction 

Many research studies have been reported on machine learning (ML) based power system 

fault diagnosis. However, ML techniques are evolving rapidly, and an inclusive and state-

of-the-art review of ML-based power system fault diagnosis is not available in the literature. 

The existing reviews are excellent works that are useful to the research community. 

However, none of the reviews give a collective overview of power system fault types, 

conventional fault diagnosis methods and their advancements up to ML models, a brief 

overview of ML applications and stepwise procedures for problem-solving, the pros and 

cons of prevailing methods, and their future implications. Therefore, there was a need for a 

comprehensive and systematic review to cover all aspects of ML-based power system fault 

diagnosis to bridge the existing research gap.  

Given this need and the growing trend towards ML, this chapter provides a 

comprehensive review of ML-based power system fault diagnosis and various models 

employed for power system fault diagnosis in the literature and proposed in this dissertation. 

At first, efforts have been made to address the issues present in model-based fault diagnosis 

techniques, leading to the popularity of ML techniques. Also, a baseline framework and 

workflow for ML-based fault diagnosis are presented. Next, various unsupervised and 

supervised learning techniques were discussed separately based on the work available for 

fault diagnosis. The advantages and disadvantages of fault diagnosis techniques have also 

been discussed, which can help select techniques for fault diagnosis research. Further, the 

works reviewed have been compiled in tabular form, showing the status of research on fault 
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detection, classification, location identification, and exact localization with ML techniques, 

different simulation tools, and their application systems. Moreover, the status of the research 

has been profoundly analyzed to draw meaningful research trends from the literature review. 

Finally, the needed research on power system fault diagnosis has been given as research 

perspectives.  

 

2.2 Power System Monitoring  

Power system monitoring is vital for maintaining the reliability, stability, and efficiency of 

electrical systems. It involves real-time monitoring and control of key parameters like 

voltage, current, frequency, and load. By continuously monitoring voltage and current levels, 

the system ensures they remain within acceptable limits. Any fluctuations in these values 

signify potential issues such as overloading or faults. Frequency fluctuations indicate 

imbalances between generation and demand, which are critical for system stability. Load 

monitoring is essential for optimizing power distribution and preventing overloading. It also 

helps in planning load shedding during peak demand periods. Additionally, continuous 

monitoring facilitates the early detection of faults in lines or equipment failures. In essence, 

power system monitoring allows for the proactive management of electrical systems, 

ensuring smooth operation and minimizing the risk of interruptions. 

With the advancement of measuring and communication devices in the late twentieth 

century, supervisory control and data acquisition system (SCADA) systems were developed, 

which provided local or remote observation and control of power system networks. 

Programmable logic controllers (PLCs) and remote terminal units (RTUs) are the basic 

components of SCADA; they communicate with one another and send information to 
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SCADA panels at control centers. The SCADA software processes and displays data, 

assisting operators in analyzing the data and making critical decisions. The SCADA system 

collects data at 1 or 2-second intervals. The data acquired from SCADA lacks an accurate 

depiction of power system subtleties. Thus, the SCADA system is insufficient to guarantee 

the power system's stable and secure functioning. The SCADA is frequently incapable of 

measuring data from all buses at the same time [85]. 

Wide area measurement systems (WAMs) have been developed to overcome the 

challenges of the SCADA system by providing more detailed power system monitoring. 

WAMs collect time-stamped data at a rate of 20 to 60 times per second. The main 

components of the WAMs system are phasor measurement units (PMUs) and phasor data 

concentrators (PDCs), which were first installed in China in 1995. Thus, WAMs provide 

data collection and transmission over high-speed communication links, allowing for real-

time data analysis. WAMs collect current and voltage phasors, and frequency real-time 

timestamped data using PMUs coordinated with PDCs via the global positioning system 

(GPS). These data measurements aid in monitoring both the stability and dynamics of the 

power system [86]–[88]. By analyzing these measurements, operators can detect 

disturbances, identify potential stability issues, and take corrective actions to prevent 

cascading failures or blackouts.  

SCADA offered a superficial view of the system stats; however, PMUs enabled a more 

profound study of the system stats by providing real-time data on WAMs. Such time-

stamped measurements of the system data help to monitor not only the steady state but also 

the dynamics of the power system. One of the key advantages of WAMs is their ability to 

provide situational awareness over large areas, enabling operators to make real-time 
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decisions for grid operation and control. It enhances grid reliability, stability, and resilience 

by facilitating faster responses to dynamic events and disturbances.  

 

2.3 Fault Diagnosis Techniques 

Historically, in usual practice, the operators relied on reports and complaints from consumers 

regarding trips and faults for maintenance. However, the advancements in measuring 

instruments and their communication ability with monitoring units enabled real-time 

monitoring of power systems from control centers [89]. Thus, through monitoring of power 

system stats at control centers, power system fault diagnosis can be done through two 

approaches, i.e., model-based techniques or process history-based techniques, which have 

been illustrated in Figure 2.1. Potential and current transformers are installed at various 

locations within the power system transmission and distribution line, providing voltage and 

current data at control centers for monitoring. Fault data recorders (FDR) are specifically 

installed in power systems to capture and store faults and disturbances related to voltage, 

current, frequency, and phase angle data at high sampling rates ranging from several hundred 

to thousands of samples per second. The FDRs are equipped with a triggering mechanism 

that initiates data recording based on certain pre-defined voltage or current thresholds or 

frequency deviations. The data stored in FDRs is time-synchronized with GPS. On the 

occurrence of a fault, data from FDRs can be retrieved for fault analysis and diagnosis. 

Though the data from the fault recorders helps to retrieve the fault data, however, the 

estimation of the exact fault location remains a challenging task and requires traveling wave 

or other fault diagnosis techniques [90], [91].  
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Figure 2.1 Power system fault diagnosis schemes. 

 

Model-based techniques, namely the impedance-based method and traveling wave 

methods, were used for fault localization. However, impedance-based methods are tedious, 

time-consuming, and computationally extensive; they rely on mathematical modeling and 

require domain expertise, whereas traveling wave methods require the installation of costly 

instruments at the ends of transmission lines, or the operator needs to go to one end of the 

line with a fault locator for fault localization. The successful detection and quick localization 

of the faults ensure not only the accelerated line restoration and continuity of the power 

supply but also economic benefits by minimizing the revenue loss owing to non-supplied 

power and saving labor and vehicle costs spent in manual searching of fault locations. The 

longer it takes to classify and repair a fault, the more damage may be done to the electrical 

power system, especially during peak loads as healthy lines of the system become 

overloaded. The continued overloading of lines can lead to the system collapsing, causing 

the power outage to last longer and affecting a larger portion of the electrical network. As a 

result, accurate fault classification and localization improve the operational stability and 

reliability of the power system and help to avoid catastrophic power outages [92]. Modern 
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power systems are complex networks that necessitate a high-speed, precise, and reliable 

protective system for stable operation and consumer satisfaction. 

 

2.3.1 Model-Based Fault Diagnosis Techniques 

Conventional model-based techniques like impedance-based methods and traveling wave 

methods are widely used; however, they have certain drawbacks. Impedance-based methods 

rely heavily on accurate knowledge of system parameters and operate under various 

assumptions, which can lead to errors in fault location estimation. Also, it requires complex 

mathematical modeling and domain expertise and consumes significant time, causing its 

popularity to decline for real-world power systems. The traveling wave method, while 

effective for long transmission lines, can be costly and may yield inaccurate results when 

there are tappings on the line.  

Furthermore, the integration of RES into power systems poses challenges for both 

impedance-based and traveling wave methods. The traditional impedance-based methods 

work well for the modeled network, but any changes in network configuration affect their 

accuracy. The uncertain power generation from RES units and the characteristics of power 

electronic devices used for their integration can further complicate fault location using these 

techniques [63]. As a result, traditional methods are not adaptable to system variations due 

to RES, DGs, microgrids, and new load integrations. As a result, intelligent paradigms are 

being researched for early fault identification and localization to avoid long-term power 

supply interruptions without relying on mathematical modeling and proficiency. 
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2.3.1.1 Impedance-Based Fault Localization 

The impedance-based techniques of fault localization require accurate knowledge of system 

parameters such as line sequence resistances and reactance, load parameters, and source 

parameters. The values of system parameters can be undermined due to the degradation of 

lines, system non-homogeneity, and tapping [93]. Moreover, each type of fault requires a 

different procedure to locate the fault. Therefore, prior knowledge of fault classification is a 

must for fault localization. Further, it works under several assumptions, making fault 

location estimation erroneous. Impedance-based methods such as the simple-reactance 

method work under the assumption that fault current and terminal line current are in phase, 

which is not always true. The transmission network should be homogenous for the Takagi 

method. The modified Takagi method was developed to avoid the homogeneity assumption, 

but it needs information about sequence components. The Eriksson method requires 

knowledge of source impedance, while the Novosel et al. method applies only to short and 

radial transmission lines. Thereby, the impedance-based method requires complex 

mathematical modeling, system parameters, domain expertise, time, and several 

assumptions in its operation, which makes it inaccurate and less reliable for real-world power 

systems [94]. 

The fault identification and localization using SCADA and WAMs need expertise, as the 

operator has to identify faults based on the data from the RTUs or PMUs, while for 

localization they rely on conventional impedance-based methods. Rangel-Damian et al. 

present a SCADA system-based fault localization using an impedance-based algorithm for 

locating faults on the IEEE-34 bus system [85]. A WAMs-based fault localization work 

using an impedance-based method is presented in [86] by Wang et al., which uses 
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synchronized fault voltages from PMUs of faulted nodes and their neighboring nodes. The 

change in node voltages of faulted lines and neighboring nodes is calculated from pre-fault 

to faulted conditions. This change in voltage at nodes helps to calculate the change in current 

flowing at both terminals of faulted line nodes, which thereby helps in fault localization. The 

method uses the value of line reactance for the current calculation to locate the fault. The 

presented work used the IEEE-14 bus system and a 500kV transmission line simulated on 

EMTP as a test system. The method's downside is that it relies on the value of line reactance 

for localization. However, with aging lines, reactance may change, which may increase 

localization errors [86]. Another WAMs based fault diagnosis scheme was presented by 

Zhang and Wang using the maximum posterior probability (MAP) principle for fault 

classification using positive and negative sequence currents at the faulted line [87]. Fan and 

Liao also presented WAMs monitoring-based faulty zone localization by computing driving 

point impedances (principal diagonal elements) and transfer impedances (off-diagonal 

elements) of the bus impedance matrix which can represent fault locations using measured 

fault voltage [88]. Thus, it can be seen from the preceding works, that both SCADA and 

WAMs alone cannot exactly estimate the fault location but rather rely on traditional 

impedance-based techniques for fault localization. 

 

2.3.1.2 Travelling Wave-Based Fault Localization 

The traveling wave method offers numerous advantages compared to impedance-based 

methods. It eliminates the need for complex mathematical modeling, does not work on any 

assumptions, and ensures high accuracy. Moreover, it operates independently of system 

parameters and doesn't require prior knowledge about fault types, making it suitable for both 
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high and low-impedance faults. However, the method does have its drawbacks. Its 

implementation necessitates costly instruments for fault location estimation. Additionally, 

the presence of tappings along the line may lead to erroneous fault location estimations thus 

it is suitable for only long transmission lines with no or minimal tappings. Furthermore, 

analyzing traveling wave signals needs signal processing expertise due to their complexity. 

The method's costliness stems from the requirement of installing fault data recorders at 

each site to capture high-precision transient information, crucial for accurate fault 

localization [11]. When faults occur on transmission lines, high-frequency transients or 

electromagnetic waves are generated at the fault point, traveling along the line at high 

speeds. By measuring the arrival time of these waves at both ends of the line, the fault 

location can be determined. Thus, the traveling wave method mandates the deployment of 

fault recorders at both ends of the transmission line to capture transients during faults. 

Alternatively, operators can position themselves at one end of the line, sending a high-

frequency signal and calculating the time taken for the wave to travel back and forth.      

                  

2.3.2 Process History-Based Fault Diagnosis Techniques 

In recent years, there has been a growing trend among researchers to utilize machine learning 

techniques for diagnosing faults in power systems. ML techniques boast robust learning 

capabilities, effortlessly grasping system changes and making decisions based solely on pre-

fault and post-fault data [89]. Given their reliance on historical fault data for model training, 

these techniques are often termed process history-based fault diagnosis. Models rely on real-

time power system data collected from GPS-equipped fault data recorders for online 

decision-making in fault detection, classification, and localization [31], [70]. Thus, the 
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integration of SCADA and WAMs with artificial intelligence is seen as a promising avenue 

toward achieving a self-managing and self-healing power system [32]. Time-stamped data 

from PMUs and fault data recorders or voltage and current data from potential and current 

transformers can be utilized in process history-based fault diagnosis, empowering operators 

to make real-time decisions concerning power system issues such as faults. Once trained, 

these models deliver swift and accurate decisions without the need for intricate mathematical 

modeling or specialized expertise [89]. 

The ability of ML models to swiftly locate faults allows utility operators to promptly 

conduct maintenance, thus restoring normal power system operations. Thus, an effective 

automatic fault diagnosis scheme must ensure efficient, consistent, quick, and secure relay 

operations, while also minimizing maintenance costs associated with vehicle and labor 

deployment for fault localization. This approach accelerates restoration processes and 

reduces monetary losses related to unmet power demands. Machine learning has been 

extensively used in the literature for power system fault detection, classification, and 

localization. Each holds a certain significance in fault diagnostic procedures. 

Fault Detection: Although circuit breakers and relays are installed along the transmission 

lines, a significant amount of literature is dedicated to fault detection. In instances where 

protection devices fail, ML-based fault diagnosis schemes can offer supplementary 

verification. This ensures accurate isolation of the faulted sections, serving as a backup 

mechanism for fault isolation.  

Fault Classification: Understanding the type of fault aids operators in assessing its severity 

and nature, facilitating the implementation of suitable responses and corrective measures. 

Additionally, employing impedance-based methods for fault localization necessitates prior 
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knowledge of the fault type. Thus, ML classifiers and impedance-based methods can be 

collectively used for identifying fault types, followed by fault localization, respectively. 

Fault Localization: Rapid fault localization is crucial for minimizing maintenance 

downtime and mitigating the impact of faults on power system operations. ML-based precise 

fault localization helps save on labor and vehicle costs otherwise incurred in locating faults. 

Furthermore, swift maintenance prevents prolonged overloading of healthy lines, mitigates 

the risk of cascading failures, reduces losses associated with unmet demands, and improves 

system reliability and consumer satisfaction. 

 

2.4 Machine Learning Overview 

Machine learning trains algorithms to extract information from historical data without 

relying on explicit mathematical modeling [95], [96]. These algorithms enable computers to 

learn autonomously, making decisions and predictions based on acquired intelligence. As 

the dataset grows, the performance of ML algorithms dynamically improves [97]. ML 

methodologies find applications across various domains, including medical diagnosis, 

disease spread forecasting [98], stock market analysis, search engines, recommender 

systems, gaming, navigation, weather forecasting (e.g., wind speed prediction) [99], image 

and speech recognition, energy load forecasting, fraud detection [100], and parameter 

estimation of unknown non-linear systems [101]. ML is particularly adept at tackling 

complex problems involving large training datasets with multiple variables. It can adopt 

unsupervised, supervised, or reinforcement learning paradigms depending on data 

availability and target responses [102]. These learning methods encompass intelligent 

models suitable for classification and regression tasks, as illustrated in Figure 2.2.  
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Figure 2.2 Variants of machine learning models. 
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Additionally, ML encompasses variants like semi-supervised learning (combining 

aspects of supervised and unsupervised learning), self-learning (a goal-seeking approach 

without external feedback), feature learning (extracting features from data), sparse 

dictionary learning, anomaly detection, robot learning, transfer learning, and association rule 

learning [29], [102], [111]–[113], [103]–[110]. Despite the diversity of ML algorithms, there 

are no definitive guidelines for selecting a specific algorithm for a given problem. Selection 

often involves multiple trial-and-error iterations, with the algorithm demonstrating the best 

performance on the dataset ultimately deemed most suitable. Choices between clustering, 

classification, or regression techniques depend on the nature of the available data and desired 

outcomes [95].  

ML techniques have found widespread application across various engineering research 

domains, including chemical engineering, electrical engineering, civil engineering, 

industrial engineering, image processing, mechanical engineering, automobile engineering, 

and others. The use of ML for fault diagnosis in these fields has gained significant popularity. 

Examples of applications include fault diagnosis in industrial processes based on sensor data 

[114]; fault diagnosis in nuclear power plants and their components using sensor time-series 

data [115]; crack detection in plates or objects [116]; identification and tracking of cracks in 

civil structures [117]; detection and estimation of damage extent in composite structures 

[118]; image profile recognition-based tracking system [119]; fault diagnosis in electric 

motor drives for applications such as electric traction and propulsion [120]; diagnosis of 

faults in rotating equipment such as hydraulic pumps and motor parts like gearboxes, rotors, 

and rolling bearings [121], [122]; fault diagnosis in aircraft engines and their components 

[123]; prediction of faults in electrical power insulators [124]; classification of electrical 
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insulator condition [125]; and many others. Thus, it is evident that fault diagnosis is a critical 

application across various engineering domains where ML techniques can be effectively 

employed. However, this chapter focuses specifically on ML-based fault diagnosis in power 

systems. 

 

2.5 Workflow for Solving Problems Using Machine Learning 

To tackle any problem using ML, it's essential to follow a set of steps to attain the desired 

solution [126]. Having an overview of the system under consideration helps determine which 

features directly influence the target variable. In cases where the relationship is unknown, 

conducting a collinearity test assists in gauging the extent of feature dependency on the target 

variable. Figure 2.3 depicts the generalized workflow for addressing problems using ML. 

 
Figure 2.3 The generalized workflow for addressing problems using ML. 

 

Step 1: Define the objective of the problem: The crucial initial step in problem-solving is to 

thoroughly understand the problem and gain insight into the necessary inputs and expected 

outputs. Subsequently, it's important to ascertain whether the requisite labeled data for 

training is available. If not, alternative methods must be explored to address the problem 
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using the available data. This approach aids in selecting the most suitable ML technique to 

achieve optimal outcomes [105]. 

Step 2: Data acquisition and data preparation: Once the problem has been thoroughly 

understood, the subsequent step involves acquiring data from reliable sources, such as real-

world scenarios or standard repositories [127]. However, in cases where data is unavailable 

from these sources, synthetic data generation methods can be employed, such as modeling 

and simulation using standard software tools [97], [108]. The dataset utilized for training 

ML models may encompass various data types, as depicted in Figure 2.4. For example, 

electrical fault data may exhibit categorical, time series, or unstructured (images of voltage 

and current waveforms) characteristics [27].  

 
Figure 2.4 Diversity of data available for training various ML models. 

 

For optimal performance, the dataset should be sufficiently large, as a larger size 

typically yields better results. Raw data typically isn't compatible with ML algorithms, 

necessitating preprocessing to convert it into a format suitable for input into the ML 

algorithm during the training phase. Data preprocessing encompasses several steps, 

including resampling, feature scaling, normalization, or standardization, flattening, feature 



50 
 

extraction, dimensionality reduction or data compression, noise filtering, and data splitting 

[70], [76], [108], [113]. 

Data sourced from diverse channels may present various inadequacies, as depicted in 

Figure 2.5. To mitigate these issues, data re-sampling techniques are employed, which 

involve handling missing values and removing redundant or irrelevant data [27], [108]. 

Outliers are not removed immediately, as they may represent special cases [128]. Categorical 

datasets require special treatment, with nominal features represented using sparse matrices 

and ordinal features ranked accordingly [108].  

 
Figure 2.5 Various issues associated with data types. 

 

Feature scaling is another crucial preprocessing step aimed at scaling all attributes in the 

dataset to a uniform scale. This can be achieved through normalization (min-max scaling) 

or standardization (centered at mean 0 with standard deviation 1). After scaling, correlations 

between attributes are computed to understand their contributions to the output or target 

[129]. Dimensionality reduction is essential for handling large datasets, as it reduces the 

number of features contributing to outputs, thereby lowering model complexity and 
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preventing overfitting. This results in a more generalized model with reduced computation 

time and storage space [76], [127].  

Feature extraction involves transforming the data using techniques such as the Fourier 

transform (FT) or discrete wavelet transform (DWT) [130]. These transformations provide 

insights into the system's behavior and are crucial for fault detection and classification [46], 

[124]. For instance, wavelet transforms preserve both time and frequency components, 

making them well-suited for fault diagnosis in power systems [131]. The work proposed in 

[38] used the empirical wavelet transform combined with the Hilbert transform, which 

enhanced fault classification and location estimation accuracy.  

Principal component analysis (PCA) is also utilized for fault analysis, where it identifies 

unique fault signatures for classification and location estimation [132]. While PCA is 

commonly used for dimensionality reduction or data compression, in fault analysis, it serves 

as a tool for recognizing unique fault signatures. Additionally, [48] provides a 

comprehensive comparison of the advantages and disadvantages of different feature 

extraction techniques, serving as a valuable reference for selecting the most suitable feature 

extraction technique.  

Step 3: Hypothesis testing: Hypothesis testing serves as a statistical method to assess the 

statistical significance of an ML model's performance. It begins with formulating hypotheses 

about the model's performance or the significance of input parameters. Typically, these 

hypotheses include (a) a null hypothesis assuming that the parametric attributes or input 

features have a certain relationship with the target variable or that one ML model will 

perform better than another; (b) an alternate hypothesis that contradicts the null hypothesis 

[96], [133].  
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Initially, the null hypothesis is assumed to be true, and a confidence level is set. However, 

for the significance of a parameter, the alternative hypothesis should be accepted [96], [133]. 

This determination is based on the p-value obtained from the hypothesis test. For the 

alternative hypothesis to be accepted, the p-value for the null hypothesis must be lower 

[134]. Conclusions regarding the validity of the hypotheses are drawn based on the results 

of the statistical test. If the results are statistically significant (i.e., the p-value is less than the 

confidence level), the null hypothesis is rejected in favor of the alternative hypothesis. For 

example, [135] employed the ANOVA test for sensitivity analysis to determine the 

significance of features in a dataset generated for high impedance fault (HIF) localization in 

transmission lines. The choice of a suitable statistical test depends on the formulated 

hypotheses. Some available tests include the Chi-square test [128], ANOVA (analysis of 

variance), f-test, and correlation coefficients [112], which are popular techniques for 

conducting hypothesis testing.  

Step 4: Train and test the model: To train and test ML models effectively, the dataset is 

typically divided into three sections: training, validation, and testing sets, often allocated as 

70%, 15%, and 15%, respectively. This division can be modified during the model training 

phase. The training data is utilized to train the ML algorithm, while the validation set is 

employed to assess the performance of the trained model [136]. If the model's performance 

meets the desired criteria, it is saved for future use. However, if the performance is 

unsatisfactory, the algorithm may undergo re-training with tuned hyperparameters, or an 

alternative algorithm may be selected. For enhanced evaluation of ML models, techniques 

like k-fold validation or iterated k-fold validation with shuffling can be employed to partition 

the input data into training, validation, and testing subsets [137]. Once the model 
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demonstrates satisfactory performance on the validation dataset, it is considered ready to 

generate output on the testing dataset [136]. 

Step 5: Decide the evaluation measure: Determining the evaluation metric to assess the 

performance of a model is critical, and it depends on various factors such as the nature of 

the problem and the characteristics of the dataset's target variable. Understanding the 

problem type, whether it's classification, regression, or clustering, is essential for selecting 

the appropriate performance metric. Additionally, the specific objectives of the problem play 

a crucial role in the selection of metrics. For instance, in cancer detection, the primary goal 

may be to identify positive cases accurately rather than focusing solely on the overall 

accuracy of the model. Similarly, in a fraud detection system, false positives can lead to 

financial losses, while false negatives can undermine trust in the system. In cases where there 

is a data imbalance issue with classification problems, accuracy alone may not be reliable. 

Metrics like precision, recall, or F1-score are often more suitable in such scenarios [97], 

[138]. Therefore, choosing relevant metrics that align with the problem objectives is 

essential for effective performance evaluation. Commonly used evaluation measures include 

the confusion matrix, accuracy, precision, recall, F1-score, ROC curve, and AUC for 

classification problems. For regression tasks, metrics like mean squared error, mean absolute 

error, and R-squared are commonly employed [129], [138]–[141]. A study by [142] explores 

the preferred performance metrics for analyzing driving behavior, showcasing them through 

a bar chart in their study. 

 



54 
 

2.6 Performance Metrics 

Performance metrics are indispensable in evaluating the effectiveness of classifiers and 

regression models. They provide insights into the accuracy and reliability of model 

outcomes. Here, we delve into commonly used metrics for both classification and regression 

models in machine learning. 

 

2.6.1 Classification Metrics 

Classification accuracy stands as the primary metric for assessing the performance of 

classification models, providing crucial insights into the reliability of model outcomes. To 

gain a deeper understanding of model performance, additional metrics such as the confusion 

matrix, sensitivity, specificity, precision, F1-score, and Area Under the Receiver Operating 

Characteristic Curve (AUROC) can be utilized. Below, we delve into the explanations for 

these metrics. 

 

2.6.1.1 Classification Accuracy  

Classification accuracy serves as a widely utilized parameter for evaluating classifier 

performance, offering a fundamental overview of model effectiveness. However, in 

scenarios involving multi-class classification, where data imbalances and diverse class 

characteristics are present, classification accuracy alone may not suffice for 

comprehensively assessing classifier performance. In such cases, understanding the 

performance across individual classes becomes crucial. The classification accuracy for a 

model can be computed as given in equation 2.1. 

                                                𝐴𝑐𝑐𝑢𝑟𝑎𝑐𝑦 =  
𝑇𝑃+𝑇𝑁

𝑇𝑃+𝑇𝑁+𝐹𝑃+𝐹𝑁
                                           …(2.1) 
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Here, TP denotes true positives, TN denotes true negatives, FP denotes false positives, 

and FN denotes false negatives. Hence, classification accuracy calculates the average 

accuracy percentage across all classes. For an ideal classifier, classification accuracy should 

reach 1 or 100%, indicating zero false positives and false negatives [143]. 

 

2.6.1.2 Confusion Matrix 

The confusion matrix is an n*n matrix, where n represents the number of classes classified 

by the classifier. In cases of 100% classification accuracy, the confusion matrix takes the 

form of a diagonal matrix. However, when it deviates from a diagonal structure, each off-

diagonal element signifies incorrectly classified samples for that class. The confusion matrix 

can be binary or multi-class, as depicted in Figure 2.6. Each row of the confusion matrix 

provides details on the total number of samples belonging to that particular class when the 

sum of samples in that row is computed [143]. 

 

 
Figure 2.6 Confusion matrix for binary and multi-class classification. 
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2.6.1.3 Sensitivity / Recall 

Sensitivity, also known as recall, measures the ability of a classifier to correctly identify all 

relevant instances, i.e., correctly classify a sample belonging to a positive class out of all 

instances. It is calculated as the ratio of true positives (TP) to the total number of samples in 

that class [144]. The calculation of recall for class B in Figure 2.6 is given in equation 2.2. 

                                                          𝑆𝑒𝑛𝑠𝑖𝑡𝑖𝑣𝑖𝑡𝑦 =  
𝑇𝑃

𝑇𝑃+𝐹𝑁
                                           …(2.2) 

 

2.6.1.4 Specificity 

Specificity, also known as the true negative rate, is a metric used to evaluate a classifier by 

assessing its ability to accurately identify negative instances. It represents the model's 

capacity to correctly distinguish samples not belonging to the evaluated class. Specifically, 

it is calculated as the ratio of true negatives to all negatively classified samples for that class. 

The computation of specificity for class B in Figure 2.6 is outlined using equation 2.3. 

                                                        𝑆𝑝𝑒𝑐𝑖𝑓𝑖𝑐𝑖𝑡𝑦 =  
𝑇𝑁

𝑇𝑁+𝐹𝑁
                                           …(2.3) 

In essence, specificity indicates the percentage of negative instances correctly classified 

as such out of all instances truly belonging to the negative class. A higher specificity value 

indicates better accuracy in identifying negative instances, while a lower specificity value 

suggests a potential misclassification of negative instances as positive. 

 

2.6.1.5 Precision 

The precision metric assesses the accuracy of positive predictions generated by a classifier, 

indicating the correctness of classifying a specific class. It quantifies the proportion of true 

positive predictions out of all positive predictions, regardless of their accuracy. Precision is 
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computed as the ratio of true positives to all positively classified samples for that class [144]. 

The precision for class B in Figure 2.6 is determined by equation 2.4. 

                                                            𝑃𝑟𝑒𝑐𝑖𝑠𝑖𝑜𝑛 =  
𝑇𝑃

𝑇𝑃+𝐹𝑃
                                           …(2.4) 

A higher precision value signifies that the classifier generates fewer false positive 

predictions, whereas a lower precision value indicates a higher incidence of false positives 

among the positive predictions made by the classifier. 

 

2.6.1.6 Area Under Receiver Operating Characteristic (AUROC) Curve  

The ROC curve is a plot of true positive rate (TPR) versus false positive rate (FPR), where 

TPR is a measure of sensitivity, which is discussed above, and FPR is a measure of the ratio 

of FP for a specific class to the total number of samples not belonging to that class, or 1 

minus specificity. It is a performance metric commonly used to evaluate the performance of 

binary classification models. The ideal value of the AUROC curve must be 1 [145]. 

                                                                  𝑇𝑃𝑅 =  
𝑇𝑃

𝑇𝑃 + 𝐹𝑁
                                           …(2.5) 

                                                                 𝐹𝑃𝑅 =  
𝐹𝑃

𝐹𝑃 + 𝑇𝑁
                                           …(2.6) 

 

2.6.1.7 F1-score 

The F1 score serves as a comprehensive measure of a classifier's accuracy, striking a balance 

between precision and recall. This balance makes it particularly valuable when dealing with 

imbalanced class distributions. Calculated as the harmonic mean of precision and recall as 

given in equation 2.7, a perfect F1-score of 1 indicates flawless precision and recall, 

signifying accurate positive predictions with no false positives or false negatives. 

Conversely, a score of 0 suggests poor performance, where either precision or recall (or 
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both) is negligible. Notably, an F1-score of 1 implies 100% precision and recall, concisely 

summarizing the classifier's performance in terms of both metrics [143]. 

                                            𝐹1 − 𝑠𝑐𝑜𝑟𝑒 =  2 ∗  
𝑃𝑟𝑒𝑐𝑖𝑠𝑖𝑜𝑛∗𝑅𝑒𝑐𝑎𝑙𝑙

𝑃𝑟𝑒𝑐𝑖𝑠𝑖𝑜𝑛+𝑅𝑒𝑐𝑎𝑙𝑙
                                           …(2.7) 

  

2.6.2 Regression metrics  

The commonly used regression metrics are mean absolute error (MAE), mean square error 

(MSE), root mean square error (RMSE), mean absolute percentage error (MAPE), and r-

squared (R2-score). One or more of these can be used for comparing the performance of 

various ML regression models. 

 

2.6.2.1 Mean Absolute Error (MAE)  

It is the simplest metric that computes the error, i.e., finding the average of the absolute 

difference between the actual value and predicted value of the model output for all test 

samples as given in equation 2.8. The model showing the least MAE is the best-performing 

model out of all models used on a particular training and testing dataset [146]. 

                                                         𝑀𝐴𝐸 =  
1

𝑁
∑|𝑦 −  �̂�|                                            …(2.8) 

 

2.6.2.2 Mean Squared Error (MSE) 

In this metric, the square of difference between the actual value and predicted value for all 

test samples is computed and then the summation of all squared error, and mean is evaluated 

to get MSE for the trained model as given in equation 2.9. For this metric also the model 

showing the least MSE is the best-performing model out of all models [146]. 

                                                          𝑀𝑆𝐸 =  
1

𝑁
∑(𝑦 −  �̂�)2

                                           …(2.9) 
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2.6.2.3 Root Mean Squared Error (RMSE) 

RMSE provides a single measure of the model's prediction error, with lower values 

indicating better model performance. It is calculated like MSE; the only difference is that it 

is the square root of MSE. This makes the error unit in the same range as the target variable, 

making it easy to relate in terms of the target variable [147]. 

                                                    𝑅𝑀𝑆𝐸 =  √
1

𝑁
∑(𝑦 − �̂�)2

                                           …(2.10) 

 

2.6.2.4 Mean Absolute Percentage Error (MAPE) 

Is a measure of the error between the actual value and the predicted value as a percentage. 

Thus, it is calculated similarly to MAE, with the only difference being that each error term 

is divided by that term's actual value to express that error as a percentage. Then averaging 

all the error percentages to get the MAPE of a model [146]. 

                                                             𝑀𝐴𝑃𝐸 =  
1

𝑁
∑ |

𝑦− �̂�

𝑦
|                                           …(2.11) 

 

2.6.2.5 R Squared (R2) Score 

It quantifies the degree to which the regression line of the model outperforms the mean line 

across the entire dataset. The mean line is a horizontal line acting as a baseline. If the 

regression model fits worse than the baseline, then the R2-score comes out to be negative. It 

speaks about the goodness of fit of the model. The value of the R2-score lies between 0 and 

1, the closer the value is to 1, the better the estimation result [60]. 

                                   𝑅2𝑆𝑐𝑜𝑟𝑒 =  1 −
𝑆𝑞𝑢𝑎𝑟𝑒𝑑 𝑠𝑢𝑚 𝑒𝑟𝑟𝑜𝑟 𝑜𝑓 𝑟𝑒𝑔𝑟𝑒𝑠𝑠𝑖𝑜𝑛 𝑙𝑖𝑛𝑒

𝑆𝑞𝑢𝑎𝑟𝑒𝑑 𝑠𝑢𝑚 𝑒𝑟𝑟𝑜𝑟 𝑜𝑓 𝑚𝑒𝑎𝑛 𝑙𝑖𝑛𝑒
                       …(2.12) 

                                                             𝑅2𝑆𝑐𝑜𝑟𝑒 =  1 −
∑(𝑦− �̂�)2

∑(𝑦− �̅�)2                                          …(2.13) 
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2.7 Dimensionality Reduction Techniques 

Dimensionality reduction techniques are essential methods used to decrease the number of 

features or variables in a dataset while retaining its vital information. These methods play a 

critical role in managing high-dimensional data, enhancing computational efficiency, and 

mitigating challenges such as the curse of dimensionality. Commonly utilized 

dimensionality reduction techniques include principal component analysis (PCA), kernel 

PCA, linear discriminant analysis (LDA), autoencoders, and singular value decomposition. 

 

2.7.1 Principal Component Analysis 

Principal Component Analysis (PCA) is a technique used to reduce the dimensionality of 

multidimensional data by extracting effective features. However, its linearity assumption 

may limit its effectiveness for some non-linear processes. Kernel PCA (KPCA) addresses 

this limitation by projecting the data into a high-dimensional kernel space using nonlinear 

functions, capturing non-linear relationships. Nevertheless, KPCA can be less effective for 

large datasets due to computational constraints and may not perform well in real-life systems 

with numerous samples [148]. 

In PCA, the parameter n_components determine the number of principal components 

onto which the data will be projected during dimensionality reduction. Specifying 

n_components as an integer value retains a fixed number of principal components, 

controlling the output dimensionality. Alternatively, setting it to 'mle' (maximum likelihood 

estimation) allows PCA to automatically select the number of components based on 

likelihood estimation. Additionally, specifying a float between 0 and 1 indicates the 

proportion of variance that the retained components should capture, offering flexibility in 
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dimensionality reduction. For example, setting n_components to 0.95 will retain principal 

components until they collectively capture 95% of the variance in the data [149]. 

PCA has been widely employed for fault detection due to its effectiveness in separating 

data information into significant and residual subspaces. However, its linear nature may limit 

its applicability to inherently nonlinear processes, where the relationship between variables 

is nonlinear. To address this limitation, various nonlinear extensions of PCA have been 

proposed for fault detection, categorized into three main approaches. 

The first category involves kernel methods, with kernel PCA (KPCA) being a prominent 

choice. KPCA maps data into a high-dimensional nonlinear feature space, enabling linear 

PCA to be applied effectively. However, KPCA requires eigen decomposition (ED) on the 

kernel Gram matrix, whose size is the square of the number of data points, which can be 

computationally intensive for large datasets. Additionally, determining the kernel and 

associated parameters in advance can be challenging. The second category comprises linear 

approximation techniques for nonlinear processes. In this approach, local linear models are 

constructed and integrated using Bayesian inference. While linear approximation is 

straightforward, it may struggle to handle strong nonlinearities in the process. The third 

category consists of neural-network-based models, including robust autoencoders (RAE) 

and auto-associative neural networks. These models train a feedforward neural network to 

perform identity encoding, with a bottleneck layer for feature extraction. While encoding 

can address nonlinearities, it does not incorporate the orthogonal constraints used in PCA 

[150]. 
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2.7.2 Linear Discriminant Analysis 

Linear discriminant analysis (LDA) is a supervised learning technique, in contrast to PCA, 

which is unsupervised. In LDA, interclass separation is achieved by replacing the total 

covariance matrix in PCA with a general separability measure, resulting in the discovery of 

m eigenvectors of the scatter matrix [151]. In LDA, n_components denote the number of 

dimensions or components in the reduced feature space. Setting n_components as an integer 

value indicates the exact number of dimensions the data will be projected onto. For instance, 

n_components set to 2, project the data onto a two-dimensional space. If n_components is 

not specified, LDA retains a maximum of min (n_classes - 1, n_features) components, where 

n_classes represent the number of classes and n_features denote the number of features. 

LDA aims to identify linear combinations of features that optimally separate the classes. 

The maximum number of linear discriminants is limited to the number of classes minus one. 

Setting n_components greater than the number of classes may lead to overfitting and 

introduce noise into the transformed data as it attempts to create discriminants unsupported 

by the underlying class structure.  

In Sarlak and Shahrtash work LDA was utilized for feature extraction of high impedance 

faults (HIF) in the distribution system using a supervised approach, compared with 

unsupervised PCA [151]. Additionally, Sarwar et al. presented a HIF detection and 

localization model for the IEEE 13-node bus distribution system, employing PCA for feature 

extraction and Fisher Discriminant Analysis (FDA) for further dimensionality reduction to 

enhance fault localization accuracy [50]. 
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2.8 Unsupervised Learning 

Unsupervised learning entails training ML models without class labels, aiming to uncover 

hidden patterns or inherent structures within the data. It proves valuable in extracting insights 

from datasets comprised solely of input variables, devoid of labeled responses. 

Consequently, unsupervised learning finds application in scenarios where only input data is 

available, offering valuable insights into the dataset [95], [96], [133]. This data-driven 

approach facilitates the exploration of the data, leading to the formation of clusters within 

the dataset [97], [106]. These clusters delineate distinct patterns and can manifest as either 

hard clustering or soft clustering. Notable applications of clustering include market research, 

gene sequence analysis, and object recognition [137], [138], with clusters adept at 

uncovering uniformities within the data [27].  

 

2.8.1 Hard Clustering 

Hard clustering refers to clustering wherein each data point belongs to only one cluster, i.e. 

there is a clear distinction among different clusters without any overlapping [95], [96]. Some 

of the available hard clustering techniques are K-means, K-medoids, and hierarchical 

clustering [95], [96]. Figure 2.7 illustrates the distinctive feature of the mentioned hard 

clustering technique. 

 

2.8.1.1 K-means  

K-means clustering offers rapid clustering for large datasets, ideal when the desired number 

of clusters is predetermined. It divides sample data into k clusters, with each point's 



64 
 

appropriateness in a cluster determined by its distance from the cluster center [95], [96]. 

Notably, cluster centers do not coincide with data points [95].  

In [67], K-means clustering is utilized to predict missing data, enhancing overall 

accuracy. Similarly, [152] employs synchrophasor data from PMUs to gauge voltage 

fluctuations, employing K-means clustering to categorize power quality levels. While simple 

K-means detects network faults, the two-stage K-means optimization classifies power 

quality levels in [152]. Additionally, [27] leverages K-means clustering (k = 7) to detect and 

classify localized faults (permanent faults leading to prolonged power outages).  

 

 
Figure 2.7 Illustration of the hard clustering technique. 

 

2.8.1.2 K-medoids 

K-medoid clustering is similar to k-means clustering; the only difference lies in the 

positioning of cluster centers, as cluster centers coincide with data points [95]. It is preferable 
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for clustering large categorical datasets, particularly ordinal data, and when the cluster count 

is predetermined [95], [96]. Notably, for non-metric datasets, clusters are delineated by 

minimizing the sum of distances (MinSOD) [138], [153].  

In [154], a k-medoid-based pick-up current selection module for k-setting groups in 

relays is proposed for the IEEE 13 node test feeder, where pickup current values are sourced 

from directional overcurrent relays. Employing the partitioning around medoids (PAM) 

algorithm, the scheme harnesses k-medoids clustering and is more robust to outliers than k-

means clustering [154].  

 

2.8.1.3 Hierarchical clustering 

Hierarchical clustering builds a tree-like structure to group similar data points. It's handy 

when you're not sure how many clusters you need and when the data is complex and needs 

organizing for better understanding [137].  

In a study described in [155], a hierarchical clustering method was used to pinpoint 

disturbances in the IEEE-39 bus system. This approach was not only computationally 

simpler but also effective in identifying various sources of voltage fluctuations. By analyzing 

fault signals and creating a matrix based on Euclidean distances, pattern recognition was 

employed to extract information. This matrix was then used for hierarchical clustering to 

estimate fault locations and the LDA for fault classification [155]. Another study, detailed 

in [156], utilized PCA for initial clustering to categorize fault events in power systems. The 

severity of these events was determined by evaluating the compactness of the clusters. 

Subsequently, hierarchical clustering was employed for accurate fault classification. To 

identify faulty sections, hierarchical clustering of PMU data near the affected area was 
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conducted based on cluster compactness and Euclidean distance estimation [156]. Also, 

hierarchical clustering combined with incremental learning has been used to classify 11 fault 

types in [157]. This involved clustering Fischer-Rao-amplitude-phase distance data and fault 

features were extracted from clusters using Karcher means, preserving signal shape across 

different fault scenarios.  

 

2.8.2 Soft Clustering 

Soft clustering involves clustering techniques where overlapping is allowed, meaning that 

data points can belong to one or more clusters without clear distinctions. Common soft 

clustering methods include fuzzy C-means and Gaussian mixture models [96]. Figure 2.8 

provides a graphical representation of soft clustering techniques. 

 

    
(a)                            (b) 

Figure 2.8 Graphical illustration of the soft clustering techniques (a) Fuzzy C-mean and 

(b) Gaussian Mixture Model. 
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2.8.2.1 Fuzzy C-mean 

Fuzzy C-mean clustering is a technique where data points can belong to more than one 

cluster, as shown in Figure 2.8(a), differing from k-means clustering in its allowance for 

cluster overlap and fuzziness in cluster boundaries [95], [96].  

In a study by [158], fuzzy C-means clustering was utilized to establish four cluster 

centers along the faulted line section. Additionally, a K-nearest neighbors (KNN) model was 

applied to form the cluster center around the faulted section for fault location identification. 

Another approach for fault detection and classification, outlined in [159], utilized fuzzy 

adaptive resonance theory (ART) for cluster formation based on fault voltage and current 

patterns. Subsequently, KNN was employed for fault classification, demonstrating improved 

performance compared to a simple KNN classifier. 

 

2.8.2.2 Gaussian mixture model 

The Gaussian mixture model clustering method forms clusters of data points based on 

different multivariate normal distributions with associated probabilities [95]. This approach 

is favored when data points may belong to multiple clusters of varying sizes and correlation 

structures [95], as depicted in Figure 2.8(b).  

In a study detailed in [82], a Gaussian hidden Markov model (HMM) was employed for 

fault detection, classification, and localization in smart grid systems using features such as 

frequency and voltage variations. Two HMMs were trained for detecting faulty and normal 

grid operation based on frequency signal features, while several HMMs were trained for 

different fault scenarios for fault classification. Fault types such as generator faults, line trips, 

and load losses were identified using matching pursuit decomposition (MPD) of voltage 
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signal features. The extracted MPD features were then clustered to resemble a fault contour 

map, aiding in the localization of the faulted part of the smart grid [82]. Another model, 

detailed in [134], utilized a Gaussian Markov random field (GMRF) for fault detection and 

locating the faulted subfield. Buses' phasor angles were treated as random variables, and a 

conditional correlation matrix was computed to analyze their dependency graph, providing 

insights into fault detection and identifying faulty subfields. The HMM approach proved 

effective for multivariate samples and different fault scenarios, outperforming other 

supervised learning classification algorithms due to the dynamic nature of power systems 

[51]. Hence, the HMM algorithm can perform both clustering and classification tasks within 

its framework.  

 

2.9 Supervised Learning 

Supervised learning is similar to learning with a teacher, aiming to minimize errors in 

performance [95], [133]. This method is suitable when both input features and corresponding 

labels for each data point are provided for model training, enabling the model to predict 

responses for new data [95], [96], [133]. Supervised learning performs either classification 

or regression tasks based on specific requirements [97]. Prediction accuracy for unseen data 

improves with a well-populated dataset containing prototypes for such cases and as the 

model learns more deeply [160].  

 

2.9.1 Classification Models 

Classification models categorize input data into distinct classes or categories, providing a 

discrete response based on available class labels in the dataset [95], [96]. The following 
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subsections explore different classification algorithms, along with details of their 

applications in power system fault diagnosis found in the literature. 

 

2.9.1.1 Logistic Regression 

Logistic regression is a statistical method used for binary classification tasks. The model 

evaluates the probability of a given input belonging to a particular category. Despite its 

name, logistic regression is primarily used for classification, not regression. It estimates the 

probability that an instance belongs to a particular class using a logistic function, which maps 

any real-valued input to a value between 0 and 1 [161], [162]. Figure 2.9 (a) graphically 

represents the logistic regression (LR) model.  

 

    
(a)                      (b) 

Figure 2.9 Graphical illustration of (a) Logistic Regression and (b) K-Nearest Neighbor 

model. 

 

In studies [140], [162], NN and LR were employed for fault root cause identification. 

The correct classification rate (CCR), which measures the classifier's performance by 

calculating the proportion of correctly classified inputs, has been used as a performance 

metric in the proposed study [162]. CCR for NN was slightly higher than LR, although the 
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difference was almost negligible [162]. NN exhibited a better true positive rate compared to 

LR, while LR performed better in terms of true negative rate in most cases. Despite LR's 

speed, NN's geometric mean outperformed LR, suggesting LR is biased towards majority 

data and has inferior accuracy for minority classes [162]. In another study [163], LR was 

utilized for logistic odd fitting, acting as a nonlinear classifier. LR accommodates both 

categorical and continuous features without needing a specific distribution or variance [163]. 

However, LR entails higher computational costs due to its use of maximum likelihood 

estimation with large datasets [163]. LR was favored over discriminant analysis (DA) in 

[163] due to the prevalence of categorical features in the outage dataset. Both LR and DA 

exhibited similar performance and good predictability. In a separate work [40], the issue of 

imbalanced data in ML and data mining was addressed. Since performance metrics like 

CCR, geometric mean, true positive rate, and true negative rate can be affected by 

imbalanced data, ROC curves were evaluated to analyze distribution network fault diagnosis 

performance as it is unaffected by data imbalance [40]. Five ML classification techniques 

LR, artificial neural network (ANN), SVM, KNN, and artificial immune recognition system 

(AIRS) were compared. LR and ANN performed well, whereas SVM performed comparably 

for large threshold values but poorly for small ones. KNN showed similar performance to 

LR, ANN, and SVM at a fixed threshold value of 0.5, while AIRS exhibited the best 

performance according to the ROC curve. 

 

2.9.1.2 K-nearest neighbor (KNN) 

The KNN is a non-parametric method that classifies samples based on their proximity to 

neighbors in the feature space [95]. The choice of nearest neighbor is determined by metrics 
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like Euclidean, Minkowski, or Manhattan distance between feature vectors [95], [96]. KNN 

is employed in scenarios where memory usage and prediction speed are not limiting factors 

[95]. Its core components include distance calculation, the training dataset, a similarity 

metric, and the value of k [164]. In a study referenced as [164], the Mahalanobis distance 

function was utilized for fault detection in HVDC systems. The graphical representation of 

the KNN model is provided in Figure 2.9(b).  

In a comparative analysis conducted in [41], four classifiers DT, radial basis functions 

neural network (RBFNN), NB, and KNN were evaluated for microgrid fault detection. KNN 

demonstrated the fastest classification speed for both training and testing data in a noise-free 

environment, while NB outperformed others for testing data in a noisy environment. Another 

study [165] introduced a KNN-based fault classifier that, unlike relays, does not require 

voltage and current values and relies solely on voltage and current waveforms for fault 

detection in power systems. This approach effectively captures unusual patterns in current 

waveforms during faults, serving as a reliable diagnostic tool [165]. Additionally, a feature 

extraction technique combining KNN and cross-correlogram analysis was presented in [42], 

achieving higher accuracy (99.67%) compared to other methods like discrete wavelet 

transforms (DWT) + artificial neural network (ANN), wavelet transform, SVM, and multi-

resolution S-transform + probabilistic neural network (PNN). The simplicity of the KNN 

classifier, along with its lower computational time and memory requirements compared to 

ANN, SVM, and other techniques, was highlighted. 
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2.9.1.3 Support Vector Machine (SVM) 

Support vector machine operates by establishing a decision boundary, known as a 

hyperplane, which effectively separates samples of one class from others [95], [96]. In cases 

of misclassification, SVM employs a loss function to penalize errors, offering an effective 

strategy to mitigate incorrect classifications. Utilizing kernel functions, SVM transforms 

non-linearly separable samples into higher dimensional spaces where they are more likely 

to become linearly separable [49], [164]–[168]. The transformation of SVM from lower 

dimensions to higher dimensions to handle non-linearly separable datasets has been 

illustrated graphically in Figure 2.10. SVM embraces structural risk minimization and 

adheres to statistical learning principles based on the Vapnik-Chervonenkis (VC) dimension 

rule. This approach enables SVM to effectively address high-dimensional pattern 

recognition and non-linear problems, rendering it suitable for fault diagnosis applications 

[30], [126], [140], [166], [169], [170]. 

 

 
Figure 2.10 Graphical illustration of Support Vector Machine model. 

 

In [167], post-fault voltage and current normalized wavelet energy were utilized as input 

for the SVM classifier, with DWT to extract fault features from recorded voltage values. 
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Four SVMs were deployed for individual phase and ground fault detection, employing a 

Gaussian radial basis function (RBF) kernel for transformation. The authors of [171] utilized 

Gaussian RBF and polynomial kernel functions for fault classification, noting superior fault 

classification accuracy with the RBF kernel compared to polynomial kernel SVMs. 

Similarly, in [172], a Gaussian kernel function-based SVM achieved higher classification 

accuracy for fault classification. This method utilized DWT with Daubechies (db7) as the 

mother wavelet to extract normalized wavelet energy from two cycles of transient fault 

current waveforms, resulting in a robust fault diagnosis accuracy of 98.5% for the presented 

DWT-SVM approach. Another method proposed in [173] utilized multi-class SVM, using 

only half a cycle of the post-fault current waveform as input. Preprocessing of post-fault 

current involved wavelet transformation with Daubechies (db5) as the mother wavelet. 

Employing one-versus-one and one-versus-rest SVM classification strategies with the RBF 

kernel, the proposed method achieved an accuracy of 98.8% for fault diagnosis and remained 

robust against changes in network conditions. A novel quarter sphere SVM (QSSVM) was 

introduced in [77], incorporating temporal attribute correlation and attribute correlation (TA-

QSSVM and A-QSSVM, respectively). TA-QSSVM achieved fault classification accuracy 

close to 100%, while A-QSSVM, emphasizing attribute correlation, attained 99% 

classification accuracy for automatic fault classification. Both methods are suitable for 

online smart metering applications, addressing labeled and unlabeled data, respectively.  

SVM stands out among classification techniques due to its solid mathematical 

foundation [96], [174]. By optimizing structural risk rather than training error, SVM reduces 

the risk of classification error for future data, making it suitable for sparse training data 

applications [96], [174]. An extended Kalman filter (EKF) based SVM fault detection 
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scheme was proposed in [49], where EKF estimated changes in magnitude and phase of 

current signals. This information was fed to a Gaussian kernel based SVM for classifying 

lines into faulty and non-faulty conditions.  

In a comparative study [175], wavelet transform-based SVM (WT-SVM) outperformed 

wavelet transform-based extreme learning machine (WT-ELM) for fault classification and 

localization, achieving a classification accuracy of 99.1%. The importance of preprocessing 

was highlighted, with WT-SVM demonstrating better performance compared to WT-ELM 

when utilizing DWT. Both techniques proved robust to variations in parameters such as 

source impedance, fault distance, and pre-fault power level. In [176], a fault feature 

extraction technique called the determinant function is introduced, offering the advantages 

of lower memory space and computational complexity. The performance of SVM with this 

feature extraction method was evaluated for classification. However, the SVM classifier 

struggled to differentiate between LLL and LLLG faults, treating them similarly. Another 

approach, detailed in [177], utilizes wavelet-based preprocessing to train SVM for fault 

detection and classification. This method involves computing the RMS values of pre-fault 

and post-fault three-phase line current and voltage waveforms.  

A novel approach for fault detection, classification, and localization was presented in 

[178], using a two-stage finite impulse response (FIR) filter with four SVMs for fault 

detection and classification. The model also incorporated eleven support vector regressors 

(SVRs) for fault localization on a 50km transmission line. In [179], the SVM classifier has 

been used for fault detection, classification, and localization, relying on data collected by 

PMUs utilizing bus voltage and phase angle data as input. The SVM classifier required 100-

time steps of data, giving only 88% accuracy due to its limitation in capturing temporal 
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information, while on the same data, the recurrent neural network (RNN) with long-short-

term memory (LSTM) improved classification accuracy to around 95%. In a similar vein, 

the study described in [83] leverages positive and zero sequences voltage data from PMUs 

for fault detection and classification, employing the RBF kernel SVM. Additionally, a six-

phase fault detection and classification approach utilizing DWT is outlined in [131]. Here, 

post-fault voltage and current signals undergo preprocessing using a low-pass Butterworth 

filter. Another fault location prediction method is presented in [170], employing hierarchical 

SVM with DWT (db4) to process zero sequence current in fault scenarios. This hierarchical 

approach yields higher faulty section identification accuracy compared to simple SVM 

methods. Furthermore, fault location estimation using traveling wave techniques and faulty 

section identification using SVM with DWT is proposed in [180], [181]. Similarly, an SVM-

based fault identification scheme for overhead lines or underground cables and a faulty 

section identification scheme for hybrid transmission lines is detailed in [37], where SVM 

identifies faulty transmission sections while Bewley diagrams give precise fault location 

estimation.  

Other fault detection methods include the Kullback-Leibler Divergence (KLD) method 

in [54] for incipient fault detection via SVM and Support Vector Data Description (SVDD) 

in [16] for fault detection in distribution systems with varying penetration levels of 

distributed energy resources (DERs). The study in [182] proposed an SVM scheme for 

identifying grid faults or islanding in low voltage distribution grids connected to 

photovoltaic (PV) modules, ensuring reliable islanding and grid fault detection. 
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2.9.1.4 Neural Network (NN) 

The neural network (NN) is a computational model inspired by the human nervous 

system, characterized by its massively parallel distributed connections capable of learning 

from experience and making predictions [165], [183]. Operating in two phases, the NN first 

learns from training data by adjusting connection weights to match patterns [95]. During 

recall, the trained network generates responses for testing data based on these learned 

parameters [162]. However, NN training can be time-consuming, particularly during cross-

validation, and requires substantial computational resources for training, validation, and 

testing [162]. Figure 2.11 illustrates the basic structure of a three-layer NN. The NN depends 

on error correction for fine-tuning the weights of nodes, which is typically achieved using 

backpropagation or gradient descent algorithms. Various gradient descent algorithm 

variants, such as batch gradient descent, mini-batch gradient descent, and stochastic gradient 

descent, are available for this purpose [129].  

 

 

Figure 2.11 Schematic diagram of Neural Network model. 
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In work [184], the initial step involves utilizing K-means clustering for data 

preprocessing, resulting in labeled data. Subsequently, a priori association rule is applied to 

extract features highly correlated to the target fault type. Fault classification prediction is 

then conducted using the stochastic gradient descent (SGD) algorithm. This three-layered 

fault classification module yields higher accuracy compared to the simple SGD algorithm. 

Moreover, the training speed of the SGD algorithm surpasses that of simple NN, SVM, and 

LR. Another variant of NN, known as adaptive resonance theory NN (ART NN), 

encompasses both unsupervised and supervised learning capabilities [185]. Each ART NN 

comprises three sets of neurons: the input processing unit, the cluster unit, and the similarity 

check unit. Various ART NN models, including ART1, ART2, ART2-A, fuzzy ART, and 

fuzzy ARTMAP, are employed for high impedance fault (HIF) detection and classification 

using TT (time-time) transform schemes [185]. Additionally, an NN-based scheme for fault 

detection and classification in transmission lines using oscillographic data has been proposed 

for a Brazilian utility company [92].  

NN demonstrates satisfactory performance for imbalanced data, as its accuracy remains 

unaffected by the individual classification of majority and minority classes [40]. An adaptive 

protection scheme for double-circuit transmission lines using ANN is proposed in [186], 

focusing on detecting and classifying SLG faults. The model utilizes the hyperbolic 

activation function and the Lenvenberg–Marquardt (LM) algorithm, which yield better 

results compared to the back-propagation algorithm [186]. The selection of the number of 

hidden layers in the NN model plays a crucial role in optimizing its generalization ability, 

which is often determined heuristically. Moreover, selecting the activation function for 

hidden layer neurons is essential [129]. Utilizing data collected from PMUs at WAMS 
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enhances fault detection and classification accuracy [3]. The data is trained on SVM and 

ANN classifiers, with ANN exhibiting superior performance and lower storage 

requirements.  

Another work used an artificial immune recognition system (AIRS), inspired by the 

human immune system, which serves as a supervised learning algorithm. AIRS outperforms 

ANN in most cases when the threshold value is suitably selected based on the data and ROC 

curve [40]. In [187], a fault detection, classification, and localization scheme for overhead 

transmission lines using the S-transform is presented. S-transform generates S-matrices from 

faulty current signals, facilitating fault current peak value and faulty phase angle 

determination for classification and fault location estimation. A probabilistic NN (PNN) 

training methodology employing the LM algorithm is utilized for fault classification and 

location estimation. For HVDC systems, fault detection, classification, and localization 

techniques utilizing traveling wave and pattern recognition-based machine learning concepts 

are explored in [188]. 

Extreme Learning Machine: Another emerging NN technique is the extreme learning 

machine (ELM), which consists of a single hidden layer feed-forward neural network [189]. 

Unlike other NN techniques, the input weights and biases of the hidden layer nodes in ELM 

are randomly generated without tuning [29]. This simplicity in implementation, coupled with 

faster learning speed, superior generalization performance, minimal human intervention, and 

freedom from issues such as local minima and overfitting (common in gradient descent-

based learning), makes ELM advantageous [29], [160], [189]–[191].  

ELM-based fault classification in series-compensated transmission lines, utilizing DWT 

(with db2 as the mother wavelet) for data preprocessing, has been demonstrated in [189]. In 
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[46], a Hilbert Huang transform (HHT) based feature extraction, fault detection, and 

classification scheme employed ELM, NB, and SVM classifiers, with ELM exhibiting the 

best performance and NB slightly outperforming SVM. Moreover, [190] utilizes ELM for 

fault location estimation in HVDC lines, employing DWT for feature extraction and signal 

processing. In [191], DWT-ELM is introduced for fault detection, classification, and 

location estimation in a series-compensated 400 kV-300 km transmission line, 

outperforming DWT-SVR. Additionally, [29] presents modified versions of ELM: the 

summation-wavelet extreme learning machine (SW-ELM) and the summation-Gaussian 

extreme learning machine (SG-ELM). SW-ELM incorporates feature extraction capability, 

while SG-ELM extends SW-ELM with self-learning ability, eliminating the need for feature 

extraction. The combination of ELM with wavelet transforms in SW-ELM proves excellent 

for fault diagnosis tasks, allowing efficient simultaneous fault classification and location 

estimation [29].  

Convolutional Neural Network: In [30], a convolutional neural network (CNN) based deep 

learning approach utilizes continuous wavelet transform for feature extraction from time-

frequency fault signals, transforming them into grayscale images.  

Similarly, [192] applies CNN to simulated fault data samples from a 220 kV, 100 km 

long transmission line. This scheme involves splitting the data into time windows, and then 

merging them to increase the dataset size and enhance classification accuracy. CNN is 

popular for its specialization in image recognition applications [30], [192]. Recent 

applications of CNN include fault detection and classification for distribution networks 

integrated with DGs [17]. The integration of DGs alters network current flow direction and 

fault current levels, posing challenges for conventional relaying methods, thus motivating 
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the use of CNN in such scenarios [17]. In [52], an HHT feature extraction-based fault 

classification model constructs a time-frequency energy matrix for digital fault images, 

utilized by CNN for fault classification. Additionally, [36] proposes an advanced CNN-

based faulty line selection scheme utilizing adaptive CNN (ACNN), based on the 

TensorFlow framework. Compared to Deep Belief Networks (DBN), ACNN demonstrates 

superior classification accuracy and shorter training times. Fault localization in this model 

relies on the two-terminal method, relying on negative sequence voltage and current 

components at both ends of the faulted line. Another faulty line identification scheme for 

IEEE 39 and 68 Bus systems proposed in [193] employs a CNN classifier using only bus 

voltages. The author explores optimal PMU placement to validate model accuracy and 

further refine localization estimation. In [34], a graph convolutional network (GCN) model 

is introduced for faulty bus identification based fault localization. Results indicate improved 

faulty bus identification compared to SVM, RF, and fully connected neural networks 

(FCNN). Moreover, the proposed GCN model demonstrates robustness to measurement 

errors and adaptability to distribution system dynamics. 

Recurrent Neural Network: In [35], a novel fault localization model employing a bi-

directional gated recurrent unit (Bi-GRU) is proposed. This model represents an upgrade 

over traditional recurrent neural networks (RNNs), addressing issues such as gradient 

disappearance and explosion, commonly encountered when dealing with long sequence data. 

Unlike conventional methods, this model eliminates the necessity for feature extraction. 

Instead, it incorporates an attention mechanism to meticulously monitor time-series 

sequence data both pre- and post-fault, capturing subtle changes that ultimately contribute 

to more precise fault location estimation. 



81 
 

Deep Neural Network: In [84], an intelligent fault detection approach tailored for microgrid 

applications is introduced. This method employs DWT for preprocessing the branch's current 

data acquired from protective relays. However, the accuracy and speed of fault detection, 

classification, and localization significantly improve with the implementation of a deep 

neural network (DNN) for fault diagnosis. Notably, the entire fault detection process can be 

executed in real-time. Figure 2.12 provides a structural depiction of the DNN.  

 

 
Figure 2.12 Schematic diagram of Deep Neural Network model. 

 

In [194], a sparse self-encoding neural network model employing an unsupervised 

learning algorithm is introduced to enhance fault detection. Data preprocessing involves 

wavelet transformation using db3 as the mother wavelet and extracting fault features to train 

the DNN model. This configuration yields a deep belief network (DBN) structure, exhibiting 

improved classification accuracy and predictive capabilities. The ANN is renowned for its 

adeptness in pattern recognition, making it valuable for detecting and classifying faulty lines 

in power systems [30], [129]. The DNN, an extension of the NN with multiple hidden layers, 

excels at modeling complex non-linear relationships. Each layer in the DNN extracts a 

distinct set of features, contributing to its enhanced performance [30], [195]. In [196], a 
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hybrid quantum computing-based deep learning approach is proposed for substation and 

transmission line fault diagnosis. This scheme demonstrates high computational efficiency, 

good generalization ability, and fast response time. Additionally, [195] employs a stacked 

sparse autoencoder (SSAE) based DNN for predicting transient stability status in large 

power system networks post-fault occurrence. The SSAE-based classifier outperforms 

simple multi-layer perceptron (MLP) based classifiers in terms of accuracy. 

 

2.9.1.5 Naïve Bayesian (NB) 

The Naive Bayes (NB) classifier operates under the assumption that each feature of a 

class is distinct, classifying new samples based on the highest probability of belonging to a 

particular class, as determined by the Bayes theorem [41], [95], [183]. It is particularly 

suitable for small datasets with numerous parameters and is easy to understand [95]. Figure 

2.13(a) provides a graphical representation of the NB model.  

According to [41], the NB classifier excels in noisy testing environments, exhibiting 

minimal classification errors within the shortest classification time. The micro-grid fault 

detection model presented compares four classifiers: RBFNN, KNN, DT, and NB. The DT 

classifier demonstrates superior classification accuracy in both noisy and noise-free 

environments compared to KNN, RBFNN, and NB classifiers. Although the NB classifier 

boasts the fastest classification speed, its testing error is slightly higher than DT and lower 

than RBFNN and KNN. In [45], a geometric approach-based fault classification is 

introduced, monitoring the elliptical behavior of power transmission line voltage and current 

signals. Changes in the elliptical shape, such as radii value and slope, serve as data for the 

classifier. Various classifiers, including NB, LR, RBFNN, MLP, DT, Decision Table Naive 
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Bayesian (DTNB), KNN, Adaboost, and bagged DT, are employed, with DTNB and KNN 

yielding satisfactory results and NB achieving the highest classification accuracy of 98%. 

 

    
(a)                                                        (b) 

Figure 2.13 Illustration of (a) Naïve Bayesian and (b) Decision Tree. 

 

[197] asserts that the NB classifier requires minimal time to train despite the size of the 

dataset, applying it for double-circuit line fault classification. Using DWT for data 

preprocessing of three-phase current, the NB classifier achieves a 99% classification 

accuracy for the first zone of protection of the transmission line. For a high voltage 750 kV-

600km long transmission line, [61] presents fault detection, classification, and localization 

models employing NB, RBFNN, bagging, and boosted DT classifiers. Boosting exhibits the 

lowest accuracy, while RBFNN and bagging show the best fault classification accuracy, and 

NB and bagging demonstrate the highest localization prediction accuracy. Lastly, [198] 

proposes a Human-Level Concept Learning (HLCL) based incipient fault detection and 

classification scheme that involves waveform decomposition and hierarchical probabilistic 

learning to identify faults based on waveform features.  
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2.9.1.6 Decision Tree (DT) 

The DT classifies samples hierarchically, based on decisions made at tree branches from the 

root node down to non-leaf and leaf nodes [95]. These branches result from comparing 

predictor values with trained weights [96]. Despite their relatively low predictive accuracy, 

DTs are favored for their speed of fitting and minimal memory usage [95]. Figure 2.13(b) 

provides a graphical representation of the DT model.  

According to [41], DTs exhibit the best classification accuracy for both training and 

testing datasets in noise-free environments, while the NB classifier performs best for testing 

datasets in noisy environments. In [199], a Classification and Regression Tree (CART) 

model is introduced for fault detection and classification in a 400 kV transmission line. 

Utilizing DWT for fault current preprocessing, CART automatically selects prominent 

features and discards others, handling both numerical and categorical features while 

remaining robust to outliers.  

In [47], a semi-supervised scheme is presented capable of handling both labeled and 

unlabeled data, achieving high classification accuracy. Co-training the DT and KNN 

classifiers improves accuracy compared to self-training methods. This co-training enhances 

pattern recognition, particularly with a small percentage of labeled data (2%), and 

preprocessing using DWT, offering minimal computational complexity [47]. For single-

phase distribution systems, [200] introduces fault detection, open/short circuit fault 

classification, and locating faulty node work. The work tested three classifiers: KNN, SVM, 

and DT. DT demonstrates higher classification accuracy, lower computational burden, and 

faster execution in real-time applications, establishing itself as a robust algorithm. Lastly, 

[48] proposes a novel feature extraction technique, the mathematical morphology-based DT 
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classifier, enabling fast real-time fault detection and classification. This method outperforms 

other feature extraction techniques, reducing computational burden while improving 

classification accuracy. 

 

Figure 2.14 Illustration of the key idea behind Ensemble Methods. 

 

2.9.1.7 Ensemble Methods 

Ensemble methods, as defined by [95], [201], offer a promising strategy for enhancing model 

performance by combining multiple classifiers into a unified framework. Instead of relying 

solely on a single model, ensemble methods harness the diversity of multiple models to 

achieve more accurate predictions. Their widespread adoption stems from their ability to 

enhance predictive accuracy, mitigate overfitting, and enhance overall robustness. 
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Classifiers can be grouped into homogeneous (e.g., bagging, boosting, random forest, 

rotation forest, and random space) and heterogeneous (e.g., voting and stacking) ensemble 

methods based on the type of hybridization, as outlined in [141], [142], and [201]. These 

methods excel, particularly when individual models exhibit distinct strengths and 

weaknesses, enabling them to complement each other effectively and yield superior 

outcomes. The hybridization of models can take various forms, including parallel, series, or 

parallel-series combinations, as elaborated in [201] with a detailed analysis of their 

applicability in time series forecasting. Among these methods, the bagged and boosted 

decision tree (BBDT) stands out as it combines both weak and strong learners 

simultaneously. This ensemble technique leverages the strength of a strong learner for 

boosting while iteratively incorporating weak learners and adjusting their weights to rectify 

misclassifications [95]. DT serves as the foundation of all ensemble methods, as depicted in 

Figure 2.14, summarizing the core concept behind ensemble methodologies.  

Furthermore, to understand various ensemble methods comprehensively, it is essential 

to grasp basic concepts such as bootstrap sampling and random subset sampling. These 

techniques, elucidated in Figure 2.15, play a crucial role in generating diverse trees within 

ensemble methods. The primary distinction between the two sampling techniques lies in how 

they handle the repetition of values within subsets. In bootstrap sampling, values can be 

repeated within a subset, whereas in random subset sampling, each subset will never contain 

repeated values. 
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Figure 2.15 Illustration of samples being drawn in bootstrap and random subset sampling. 

 

Bagging: Bagging, which stands for Bootstrap Aggregating, is an ensemble technique that 

outperforms single classifiers in terms of stability and accuracy by reducing variance and 

preventing overfitting [202]. In bagging, multiple training sets are randomly created from 

the dataset by shuffling, and a new decision tree is constructed for each new training dataset. 

[202]. Each model in bagging carries equal weight, and the final prediction is determined by 

aggregating the majority vote [203], [204]. The prediction process in bagging involves 

creating numerous bootstrap samples from the available data, applying a prediction method 

to each sample, and then combining the results through averaging for regression or simple 

voting for classification. This combined approach decreases variance, leading to improved 

performance without sacrificing computation time, making bagging much faster than 

training a neural network. The subsets of the original training dataset produced by bagging, 

known as bags, are smaller than the initial dataset and are obtained using bootstrapping-

sampling algorithms. These bags provide a comprehensive understanding of the dataset 

[205]. Figure 2.16 shows a generalized workflow of the bagging ensemble technique.  
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Figure 2.16 Illustration of Bagging model. 

 

Bagging is known to be more resistant to model overfitting compared to boosting. 

Traditional bagging typically does not involve feature randomization; each base learner, 

often a DT, is trained on the full set of features at each split [206]. Bagging aims to make 

models less variable and is often compared to RF in regression problems but may be less 

effective in classification problems [207]. A bagged tree-based ensemble classifier was 

implemented for a series compensated transmission line fault classification. This approach 

utilized the singular value decomposition (SVD) principle and fast discrete orthonormal S-

transform (FDOST) for feature extraction from half cycles of post-fault current signals [43]. 

While bagging has been widely used for power system fault classification in the literature, 

its application as a regressor for power system fault localization is limited. 

 

Random Forest: Random Forest (RF) is another homogeneous ensemble ML technique that 

resembles bagging in its formation of multiple decision trees. However, each tree in a RF is 
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decorrelated by selecting a random subset of predictors as split candidates from a full set of 

available predictors [204]. This process introduces randomness and diversity among the 

trees, making RF more robust and less prone to overfitting than individual decision trees. In 

RF, subsets of the data are sampled with replacement, like bagging. Additionally, at each 

split point of a decision tree, only a random subset of features is considered. For instance, at 

a split node, RF may use only a random subset of, let's say, 5 out of the 10 available features. 

This random selection of predictors is repeated at each split of every decision tree in the 

ensemble [204], [208]. While each tree in a RF may be noisy and unstable, the combination 

of multiple trees results in low bias, good generalization capability, and reduced variance. 

This diversity among trees helps prevent them from becoming highly correlated and 

mitigates the risk of overfitting [208]. Figure 2.17 shows a generalized workflow of the RF 

ensemble technique.  

Determining the optimal number of trees for a RF can be achieved by monitoring the 

out-of-bag error. This error metric helps identify the number of trees that minimize 

prediction errors without overfitting the model [203]. For instance, in a study by [208], the 

preprocessing of harmonics and high impedance fault (HIF) signals involves using an 

extended Kalman filter to obtain 12 features for both HIF and non-HIF signals. These 

features, which include amplitude and phase information of HIF current signals, are then 

utilized to train and test the RF algorithm for fault detection. A fault detection and 

classification work for a medium voltage distribution network comparing three classifiers: 

RF, LR, and SVM has been presented in [209]. Among these, RF exhibited the best 

performance across various performance metrics, including AUC, accuracy, sensitivity, and 

specificity, followed by SVM and logistic regression, respectively. 
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Figure 2.17 Illustration of Random Forest model. 

 

Extra Tree: The Extra-Trees (ET) model follows a traditional top-down structure, 

comprising an ensemble of unpruned decision or regression trees. What sets it apart from 

other tree-based ensemble methods is its approach to node splitting: it selects split points 

entirely at random. Unlike some other ensemble methods, ET builds its trees using the 

complete learning sample rather than bootstrap replicas [210]. An extremely random tree-

growing process is employed, involving attribute randomization from a Random Subspace, 

where the strength of randomization is controlled by parameter K. The amount of smoothing 

is determined by the parameter nmin, while M sets the number of trees to be formed, 

consistent with other ensemble methods. Predictions from all trees are aggregated, with the 

majority voting for classification and arithmetic averaging for regression. Figure 2.18 

presents the workflow of the ET algorithm. 
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Figure 2.18 Illustration of Extra Tree model. 

 

Increasing the value of K (attribute selection strength) in the ET method shrinks the 

dimensionality of the input space, particularly along input directions where the output 

variable varies more strongly. This can mitigate the over-smoothing effect of the 

dimensionality curse, especially in regression scenarios with irrelevant variables. However, 

the effect is less pronounced in classification problems. Bias/variance analysis has shown 

that ET operates by increasing bias while simultaneously reducing variance. When properly 

tuned, bias increases marginally compared to standard trees, while variance nearly 

disappears. However, over-randomization can lead to an increase in bias, hindering the 

algorithm's ability to detect behavior of low importance [210].  

In the context of classification problems, increased randomization can be beneficial. 

Future improvements to randomization techniques should focus on reducing bias, as it is the 

primary component of ET error. One approach to reducing bias could involve extending 

trees to include multiple attributes, a concept that has shown some effectiveness in the 
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context of random forests. Additionally, pairing ET with boosting, a technique known to 

reduce bias, could further mitigate bias. While ET is equally accurate as other ensemble 

approaches for classification, the Random Subspace approach may occasionally 

underperform compared to other methods, particularly for regression tasks [210].  

 

Boosting: Boosting involves the sequential accumulation of a series of classifiers within the 

dataset, essentially transforming weak learners into strong learners [95], [61]. Boosting, 

often referred to as a "meta-algorithm," operates sequentially, with each subsequent model 

aiming to rectify the shortcomings of its predecessor. Each model in the sequence relies on 

the output of the previous one. The primary objective of boosting is to reduce bias within 

the model. By combining multiple weak learners, boosting creates a strong learner capable 

of achieving higher accuracy across the entire dataset. While individual models may excel 

on specific portions of the data, they may not generalize well to the entire dataset. 

Consequently, the ensemble's performance is significantly improved by the contribution of 

each individual model. Commonly used boosting algorithms include AdaBoost, Gradient 

Boosting Machine (GBM), Extreme Gradient Boosting Machine (XGBM), Light GBM, and 

CatBoost [207]. 

In a study focusing on fault detection, classification, and localization in a 600 km 750 

kV transmission line, four classifiers - NB, RBFNN, bagging, and boosting were employed. 

The NB, RBFNN, and bagging classifiers demonstrated comparable classification and 

location prediction accuracy, while the boosting classifier performed poorly in both cases 

[61]. In another scenario involving an IEEE 13 bus SLG fault test system, a combination of 

ANN and SVM with bagging and adaptive boosting (AdaBoost) was used [67]. Boosting, 
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demonstrated by AdaBoost, aims to reduce bias by creating a series of classifiers, with each 

subsequent model attempting to correct the mistakes of its predecessor. While boosting 

algorithms like AdaBoost are effective at improving overall accuracy, they are susceptible 

to overfitting [206]. AdaBoost has been applied to earth fault detection using continuous 

wavelet transformed grayscale image fault data, with a comparison against CNN and SVM 

[30]. Additionally, AdaBoost was utilized for fault classification on a modified WSCC 3 

machine 9 bus system; however, its performance was notably inferior to the Bagging 

ensemble method [43]. AdaBoost tends to select data that enhances its prediction accuracy. 

In the work presented in [67], for the faulty phase classification, SVM outperformed other 

classifiers, while for fault impedance level detection, ANN and bagging showed strong 

performance. Bagging also excelled in faulty line segment identification. However, overall 

accuracy with AdaBoost was lower compared to other methods due to its sensitivity to noisy 

data and outliers. In another application, a faulty feeder detection and classification system 

utilized AdaBoost in conjunction with CART and SVM algorithms [211]. This model 

employed DWT for data preprocessing, generating time-frequency matrices of transient fault 

current signals, and demonstrated high classification accuracy with both algorithms.  

 

Gradient Boosting: Unlike RF, which employs the bagging principle, gradient boosting 

(GB) is based on the principle of boosting, i.e., combining models with high bias and low 

variance error to reduce the bias while keeping a low variance. Instead of using deep trees 

and different training datasets, boosting trees employ shallow trees that are trained on the 

same dataset but where each tree is specialized in a specific characteristic of the input-output 

relationship. In particular, successive shallow trees are trained in series, where the nth tree 
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is trained with the goal of reducing the prediction errors of the previous (n-1)th trees [62]. 

Consequently, GB combines models characterized by high bias and low variance error to 

mitigate bias while maintaining low variance, whereas RF combines models with low bias 

and high variance error to reduce variance while maintaining low bias. In RF, the final 

decision is determined by majority voting, whereas in GB, the final decision is arrived at 

through a sequential combination of three or more iterated trees (typically fewer than 8). A 

GB tree based fault diagnosis methodology has been demonstrated for fault detection, 

classification, and faulty branch identification in [62].  

 

XGBoost: The Gradient Boosting Machine (GBM), known for its simple parallelism and 

high prediction accuracy, has emerged as a powerful tool in the realm of artificial 

intelligence. Among its implementations, XGBoost stands out as one of the most effective 

algorithms for supervised learning. XGBoost is a scalable and efficient implementation of 

GBM, suitable for both classification and regression tasks. Some benefits of the XGBoost 

model are: (1) Parallel Computing: XGBoost automatically employs multithreading parallel 

computing, making it faster than standard ensemble learning methods. This feature is 

particularly beneficial for handling large datasets commonly encountered in real power grid 

applications. (2) Regularization: XGBoost incorporates a regularization term that enhances 

its generalization capability, mitigating the tendency of decision trees to overfit the data. (3) 

Data Handling: XGBoost is a tree structure model that doesn't require the data gathered by 

PMU in the power system to be normalized, thus simplifying the preprocessing steps. It can 

also effectively handle missing values, making it appropriate for PMU-based data 

applications [212]. Data scientists often prefer XGBoost due to its efficient out-of-core 
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computing performance [213]. For classification, XGBoost optimizes the following 

objective function:  

                              𝐶𝑜𝑏𝑗 =  ∑ log (1 + exp (−2𝑦𝑖
𝑛
𝑖=1 𝑝�̂�)) + 𝑟𝑒𝑔 × 𝛺(𝑓)                       …(2.14) 

Whereas for regression, XGBoost optimizes the following objective function:  

                                   𝑅𝑜𝑏𝑗 =  ∑
1

2
(𝑛

𝑖=1 𝑦𝑖 − 𝑦�̂�)
2 +  𝑟𝑒𝑔 × 𝛺(𝑓)                                  …(2.15) 

Where 𝑦𝑖 is the actual label or value of the ith instance (either -1 or 1 for binary classification), 

�̂�𝑖 is the predicted value of the ith instance, and �̂�𝑖 is the predicted probability of the ith 

instance belonging to the positive class. Ω(f) is the regularization to prevent overfitting, and 

reg is the regularization parameter. T stands for the number of terminal nodes in the tree, γ 

is responsible for controlling the complexity of the tree, 𝞴 is the L2 regularization term, and 

‖𝑤‖2is the squared L2 norm [212]. 

                                                        𝛺(𝑓) =  𝛾𝑇 +  
1

2
𝞴‖𝑤‖2                                       …(2.16) 

Built on the gradient boosting architecture, XGBoost continuously improves learner 

effectiveness by iteratively adding new decision trees to minimize the residual error. Unlike 

traditional gradient boosting, XGBoost approximates the loss function using a Taylor 

expansion, striking a better balance between bias and variance and often requiring fewer 

decision trees to achieve high accuracy [213]. Notably, it focuses on reducing computational 

complexity during the best split determination step, which is the most time-consuming 

process in decision tree construction algorithms. XGBoost employs regularization 

techniques, fitting the residual error using first and second derivatives. It also supports 

column sampling to mitigate overfitting and reduce computation. To accelerate decision tree 

training without compromising accuracy, XGBoost employs several optimization 

techniques. For instance, it uses a column-based storage format to pre-sort data, enabling the 
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parallel determination of optimal splits for each attribute. Additionally, XGBoost employs a 

sparsity-aware approach to efficiently omit missing values from the computation of the loss 

gain of split candidates. XGBoost has demonstrated remarkable performance in ensemble 

learning and has been successfully applied to transient stability prediction in power systems. 

However, its potential for power system fault diagnosis remains largely unexplored. 

 

2.9.2 Regression Models 

Regression techniques are employed to estimate or predict values for unseen data by 

analyzing patterns within existing data [95]. These algorithms are particularly suited for 

predicting continuous responses, and they require values at each underlying point to make 

accurate predictions for unseen data [137]. Among the regression techniques available, some 

commonly used ones include support vector regression (SVR), Gaussian process regression 

(GPR), and regression trees (RT). Other notable regression methods include linear 

regression, non-linear regression, and generalized linear models [95]. Linear regression 

models, known for their simplicity, ease of interpretation, and efficiency in training and 

fitting, are statistical techniques used to model continuous response variables as linear 

functions of predictor variables [95]. Linear regression has been used for fault localization 

in the IEEE 39 Bus system, and the localization performance has been compared with Bi-

GRU, BPNN, and other regression models, namely RT, SVR, and RF. Non-linear regression 

models, on the other hand, are parametric and are utilized to capture non-linear relationships 

between input variables through non-linear equations. 
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2.9.2.1 Gaussian Process Regression 

The Gaussian Process Regression (GPR) model, being non-parametric, is commonly 

employed for predicting continuous response variables [95]. It finds extensive application in 

addressing spatial data interpolation challenges characterized by uncertainty and the 

optimization of complex designs [57]. In a study presented in [57], a methodology integrates 

DWT for feature extraction, utilizing NB and SVM classifiers to identify and categorize 

faults in an 88 kV distribution system. Simultaneously, SVM regression (SVR) and GPR are 

employed for fault localization. Comparative analysis reveals higher classification accuracy 

for the SVM classifier compared to NB, while GPR demonstrates superior fault localization 

accuracy over SVR. Consequently, a hybrid approach combining SVM for classification and 

GPR for fault location estimation is proposed for distribution system fault diagnosis [57]. 

Similarly, a model for fault detection, classification, and localization in a 66 kV transmission 

system is presented in [59]. This approach also leverages DWT for feature extraction, with 

NN and SVM serving as classifiers. The SVM classifier demonstrates superior classification 

accuracy compared to NN. GPR is utilized as a fault location estimator, yielding highly 

accurate estimations. Another scheme presented in [58] employs DWT for feature 

extraction, NN as a fault detector and classifier, and GPR as a fault location estimator for 

the 22 kV distribution system. Faults are classified as high impedance fault, capacitor 

switching, or load switching. 

 

2.9.2.2 Support Vector Regression 

The SVR model operates similarly to the SVM classifier but with slight modifications 

tailored for predicting continuous response variables [95], [96]. Instead of defining a 
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decision boundary (hyperplane) like the SVM classifier, SVR aims to minimize the deviation 

in the sample data from the parameter value as much as possible. In [178], a scheme utilizing 

11 SVRs is introduced for fault location estimation. For a hybrid transmission line network 

incorporating overhead and underground cables, fault detection, classification, and 

localization are addressed in [56]. This approach employs the fast discrete orthogonal S-

transform (FDOST) for fault current feature extraction, SVM as a classifier, and SVR as the 

fault location estimator. Notably, this scheme is robust against noise, variations in load angle, 

fault inception angle, and fault resistance.  

In [214], fault detection, classification, and localization in a 132 kV transmission system 

are discussed. This approach utilizes the stationary wavelet transform (SWT) for fault feature 

extraction, the relevance vector machine (RVM) for fault detection and classification, and 

SVR for fault location estimation. The classification accuracy of the proposed SWT-RVM-

SVR scheme is compared with DWT-SVM-GPR. Moreover, in [39], SVR's fault location 

estimation capability is compared with ELM and NN for distribution systems. The proposed 

ELM employs the Wavelet Transform (WT) for feature extraction, demonstrating immunity 

to fault resistance, loading variations, inception angle fluctuations, measurement noise, and 

thermal expansion or contraction of conductors. The ELM-WT scheme exhibits faster 

training speed and better generalization compared to SVM-WT and NN-WT. An SVR based 

400kV-300km transmission line fault localization using only the amplitude of fault voltage 

has been presented in [215].  
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2.9.2.3 Regression Tree 

The regression tree (RT) shares similarities with the DT used for the classification but is 

adapted to predict continuous response variables [95]. It finds application in predicting 

categorical, discrete, or nonlinear sample data [92]. In [35], RT serves as a base estimation 

algorithm for comparing fault localization results with the proposed Bi-GRU algorithm. 

Despite yielding lower estimation accuracy compared to the proposed model, RT exhibits 

significantly faster training time. Consequently, RT stands out for its simplicity and swift 

performance. RT has also been employed in [55] for fault localization in series compensated 

double-circuit 400 kV transmission line, and its performance has been compared with least 

squares SVM and ELM. 

 

2.9.2.4 Bayesian Ridge Regression  

The Bayesian ridge regression model has been reported to perform well for data with 

multicollinearity. Multicollinearity exists in the dataset when the predictor variables are 

correlated with each other. The inherent collinearity doesn't impact the general fit of the 

model. Nevertheless, multicollinearity can lead to several outcomes, including elevated 

standard errors for estimated parameters of collinear variables, increased sampling 

variability resulting in widely varying estimated parameters across different samples, and 

inaccurate interpretation of the effects of predictor variables due to the inevitable changes in 

one variable affecting another [216]. Bayesian ridge regression employs features of the 

Bayesian method and ridge regression. Initially, the Bayesian method evaluates the 

information about the dataset distribution, referred to as the prior distribution of parameters, 
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using the likelihood function. Further, the posterior distribution is computed for unknown 

scenario prediction using the Bayes theorem given in equation 2.17:  

                                                  𝑃(𝜃|𝑥) ≈ 𝑃(𝑥|𝜃)𝑃(𝜃)                                             …(2.17)   

Where P(θ|x) is the posterior distribution, P(x|θ) is the likelihood function, and P(θ) is 

the prior distribution. The information about posterior distribution is usually difficult to 

evaluate, except for simple cases. The Markov Chain Monte Carlo algorithm is used to get 

posterior distribution for complex problems. The ridge regression part of the model is 

responsible for dealing with the multicollinearity aspect of the dataset. Let there be another 

equation 2.18, where Mjt refers to the data multicollinearity. For such a dataset, traditional 

analytical techniques like the ordinary least squares method would lead to incorrect 

inferences of variables.  

                                                                   𝑎𝑗𝑡 =  𝑀𝑗𝑡𝛾𝑡                                       …(2.18) 

However, ridge regression will add a small bias, thereby enhancing the precision of 

regression parameter estimates. The ridge regression method can be seen as a variation of 

traditional posterior Bayes regression, where there's an exchangeable prior distribution 

applied to the components of the regression vector [216]. However, to render this assumption 

believable, an initial standardization process is required. This involves standardizing both 

the variables Zjt and their corresponding coefficients γt using equations 2.19 and 2.20. Thus, 

now ajt becomes equation 2.21. 

                                                              𝑍𝑗𝑡 =  
(𝑀𝑗𝑡− �̅�𝑗𝑡)

𝑠𝑑(𝑀𝑗𝑡)
                                       …(2.19) 

                                                                    𝛾𝑡 =  
𝑏𝑡

𝑠𝑑(𝑀𝑗𝑡)
                                       …(2.20) 

                                                                    𝑎𝑗𝑡 =  𝑀𝑗𝑡𝑏𝑡                                       …(2.21) 
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Thus, Bayesian ridge regression is best suited for datasets having multicollinearity and 

gives better performance for such datasets than other ML models. Its capability to handle 

hierarchical data structures is praiseworthy. Traditional analysis techniques like ordinary 

least squares will result in inaccurate variable inference when dealing with multicollinear 

datasets. Ridge regression will result in a small amount of bias, but it will also produce 

estimates of the regression parameters that are more accurate. A variation of standard 

posterior Bayes regression with an exchangeable prior distribution on the components of the 

regression vector can be seen in the ridge regression approach. Nevertheless, a prior 

standardization is required to make this assumption realistic [216]. Bayesian ridge regression 

causes homogeneous shrinkage by converting all the features to have regression coefficients 

with common variance to produce a Gaussian distribution [217]. 

 

2.9.2.5 Ensemble Methods Regression 

Ensemble methods, as discussed in the classification section, encompass both classification 

and regression algorithms. Bagging regression, RF regression (RFR), ET regressor (ETR), 

and XGBoost regressor (XGBR) exhibit positive attributes similar to those found in 

classification models. These methods leverage the collective wisdom of diverse models to 

enhance prediction accuracy and robustness. Bagging entails training multiple instances of 

the same regression algorithm on different subsets of the training data, typically achieved 

through bootstrapping. The final prediction often emerges as an average or weighted average 

of predictions from individual models. RFR, on the other hand, constructs numerous DTs 

during training and outputs the mean prediction of these trees for regression tasks. Renowned 

for its simplicity, scalability, and resistance to overfitting, RFR stands as a formidable 
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ensemble method. Among boosting algorithms, XGBR is anticipated to deliver rapid and 

precise performance, although its exploration remains relatively limited. Ensemble methods 

in regression offer several advantages, including improved predictive accuracy, enhanced 

generalization, and greater resilience against overfitting. Consequently, they find widespread 

application across diverse domains where precise regression predictions are paramount, such 

as finance, healthcare, and marketing. 

 

2.10 Advantages / Disadvantages of Fault Diagnosis Schemes  

So far, several methods, such as conventional methods, WAMs monitoring, and ML-based 

methods, have been discussed for power system fault diagnosis. Hence, in this section, the 

advantages and disadvantages of these fault-diagnosis methods have been enlisted. This 

characteristical comparison helps in the proper selection of fault diagnosis methods as per 

the availability of resources. Table 2.1 presents the advantages and disadvantages of the 

conventional fault diagnosis, whereas Table 2.2 presents the advantages and disadvantages 

of ML-based fault diagnosis.  
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Table 2.1 Advantages and disadvantages of the conventional fault diagnosis methods. 

Methodology Advantages Disadvantages 

Impedance-

based method 

• No need for additional 

sensors or equipment to be 

installed. 

• Traditional and well-

researched method. 

• Economical [73]. 

 

• Prior knowledge of system 

parameters is a must. 

• Prior knowledge of fault type is a 

must. 

• Highly dependent on system 

parameters and with aging location 

estimation accuracy will be 

affected. 

• Domain expertise is needed. 

• Mathematically extensive and 

time-consuming. 

• The calculations carried out are 

under certain assumptions which 

causes errors in the fault location 

estimation. 

• With the change in system 

topology remodeling of the system 

is needed thus, inefficient to adapt 

to the changes [22], [73],[29], [31]. 

Traveling 

waves method 

• Higher accuracy 

• Quick and precise fault 

location estimation. 

• Insensitive to system 

parameters. 

• No prior knowledge of 

system parameters is needed. 

• Suitable for transmission 

lines [73]. 

• Installation of costly equipment 

needed. 

• Interpreting fault location from 

high transient signals needs 

expertise. 

• Unsuitable for multi-terminal lines, 

distribution lines, and lines with 

many tappings [73]. 
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Table 2.2 Advantages and disadvantages of Machine Learning based fault diagnosis. 

Techniques Advantages Disadvantages 

Neural 

Network 

• Gives satisfactory performance for 

imbalanced data [161]. 

• NN provides noise immunity, and 

fault tolerance and is robust [129]. 

• ELM generates weights and biases 

randomly without tuning and has 

only one hidden layer [29]. 

• ELM is simpler, has fast learning 

speed, least human interference, and 

is free from issues like local minima 

and overfitting [29]. 

• CNN is famous for fault 

classification via image recognition 

[109]. 

• DNN and CNN have inbuilt feature 

extraction tendencies. 

• DNN provides very high accuracy 

for fault classification [76]. 

• NN takes a longer time to 

train a model (Xu et al., 

2005). 

• Selection of the number of 

hidden layers is a big 

concern for good 

generalization ability [76]. 

• Black box nature. 

• CNN and DNN require a 

very large amount of data to 

train hence, need large 

memory [76]. 

• The performance is highly 

dependent on the model’s 

architecture designing. 

• Proper hyperparameter 

tuning is needed. 

 

Decision Tree 

• DT is easy to understand and 

interpret and requires no pre-

processing [74], [76]. 

• Robust and automatic feature 

selection. 

• Works best for the categorical 

dataset hence giving good 

classification accuracy [95]. 

• Its union with other techniques is 

easy e.g. DTNB scheme [45], [76]. 

• CART gives good results for both 

classification and regression [199]. 

• CART itself identifies the most 

significant variables and eliminates 

non-significant variables [74]. 

• DT is prone to overfitting 

issues [74], [76]. 

• Becomes complex if too 

many features are 

responsible for invoking the 

target [74], [76]. 

• Bias towards the majority 

class. 

 

K-Nearest 

Neighbor 

• Simple and non-parametric [95]. 

• No model training it learns the 

whole data. 

• Works on similarity principle. 

• Very large memory space is 

occupied thus it is 

computationally expensive 

[96]. 

• Need optimal value of k. 

Logistic 

Regression 

• Simple and preferred for binary 

class classification [161], [162]. 

• Biased towards majority 

class hence, not suitable for 

imbalanced data [162]. 
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Ensemble 

Methods 

• BBDT eliminates the drawback of 

weak learners with the aid of the 

strong learners thereby, improving 

the overall accuracy of the classifier 

[95]. 

• RF is simple and easy to use giving 

high accuracy [74]. 

• EM are relatively robust to noise 

and outliers as accuracy obtained is 

either through result aggregation or 

majority voting [95]. 

• Computationally 

complex[74]. 

• Difficult to interpret. 

Naïve 

Bayesian 

• Pretty easy to understand and 

suitable for a small dataset 

containing many parameters [95]. 

• It is based on the probability 

concept and hence, works well for 

unseen data classification 

consequently, the testing accuracy is 

high [41]. 

• Not preferred for a very 

large dataset [95]. 

• Bias towards the majority 

class. 

Gaussian 

Process 

Regression 

Model 

• Famous for regression problems 

[95]. 

• Works well for complex designs 

[95]. 

• The tuning of hyper-parameters is 

simple by maximizing marginal 

likelihood [95]. 

• Computational time is large 

and directly depends on the 

size of the dataset [39]. 

• Not suitable for high 

dimensional data. 

Bayesian 

Ridge 

Regression 

• Regularization helps prevent 

overfitting. 

• Handles multicollinearity. 

• Provides estimates of uncertainty. 

• Interpretation is complex. 

• Choice of prior distribution 

is crucial. 

 

2.11 Status of Research and Research Trend 

Considering the vast collection of research dedicated to fault detection, classification, and 

localization in the literature, it becomes challenging to navigate through the multitude of 

models and identify those that are underexplored. Therefore, to provide a concise overview 

of the existing literature in this field, this section presents a tabulated summary of reviewed 

works. These tables aim to offer a quick reference encompassing the techniques employed, 
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simulation tools utilized, and application systems. Table 2.3 enlists notable research works 

available for power system fault diagnosis utilizing unsupervised learning.  

 

Table 2.3 Research works on fault diagnosis using unsupervised learning. 

Author Ref 

ML 

Techniques 

Used 

Application Area 
Task 

Performed 

Type of fault 

analyzed 

Cordova 

et al. 

(2019) 

[157] 

Hierarchical 

clustering and 

Incremental 

learning, 

SVM and NN 

IEEE-13 and IEEE 

37 node test feeder 

simulated on 

RTDS 

Fault detection 

and 

classification 

Three phase 

faults 

Li et al. 

(2019) 
[156] 

Hierarchical 

Clustering, 

PCA 

200 - Bus system 

simulated on PSLF 

Fault 

detection, 

classification 

and identify 

faulted area 

Line trip, 

Generator trip, 

SLG, LL, 

LLL, LLLG 

Santis et 

al. 

(2018) 

[153] 

K-mean 

Clustering 

and 

Evolutionary 

optimization 

Power Grid 

managed by 

ACEA Company 

in Rome Italy data 

Fault detection Normal/Faulty 

Majidi 

et al. 

(2015) 

[158] 

Fuzzy c 

means and 

KNN 

134 Bus 13.8kV 

distribution 

network 

Fault location 

identification 

Three phase 

Fault 

Jiang et 

al. 

(2014) 

[82] 

Gaussian 

Hidden 

Markov 

Model, ANN, 

and SVM 

IEEE New 

England 39 Bus 

system simulated 

in PSCAD 

Fault 

detection, 

classification 

and identify 

faulted part 

Ground faults 

in lines and 

generator 

He and 

Zhang 

(2011) 

[134] 

Gaussian 

Markov 

Random Field 

IEEE 14 Bus 

System and IEEE 

300 bus system 

simulated on 

MAT-POWER 

Fault detection 

and identify/ 

locating faulty 

field 

Line outage 

Zhang 

et al. 

(2011) 

[155] 

Hierarchical 

Clustering, 

LDA, and 

Pattern 

recognition 

IEEE 9 Bus and 

IEEE 39 - bus 

System simulated 

on MATLAB 

Fault 

classification 

and identify 

faulty section 

Three phase 

Fault 
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Similarly, Table 2.4 enlists notable research works available for supervised learning-

based fault detection and fault cause identification. Moreover, Table 2.5 enlists notable 

research works available for supervised learning-based power system fault classification. 

Furthermore, Table 2.6 enlists notable research works available for supervised learning-

based faulty line/faulty section identification of transmission lines. Lastly, Table 2.7 enlists 

notable research works available for supervised learning based exact fault localization. 

 

Table 2.4 Supervised learning-based fault detection/cause identification. 

Paper Ref 

ML 

Technique 

Used 

Application Area 
Task 

Performed 

Type of 

fault 

analyzed 

(Lin et al., 

2020) 
[16] 

iSVDD, 

HISVDD 

IEEE-123 node 

test feeder as test 

system on software 

GridLAB-D 

Fault 

detection for 

varying DG 

penetration 

SLG Fault 

(Sarwar et 

al., 2020) 
[50] 

SVM, 

PCA, and 

FDA 

IEEE-13 node 

distribution 

network simulated 

on MATLAB 

Fault 

detection 
HIF Fault 

(Chen et al., 

2018) 
[164] 

KNN and 

SVM 

HVDC System 

simulated on 

PSCAD 500 kV 

Fault 

detection 
HIF 

(Qi et al., 

2018) 
[209] 

LR, SVM, 

and RF 

Three Phase 

Distribution 

system data from 

Shanghai China 

Fault 

detection 

Undergroun

d Three 

Phase Fault 

(Li et al., 

2016) 
[166] SVM 

Digital fault data 

recorded from 

operating 

transmission line 

Fault root-

cause 

identification 

SLG from 

lightning, 

wildfire, 

guano, 

insulator 

breakdown, 

and vehicle 

accident 
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(Samantaray, 

2012) 
[208] RF 

138/25kV 

substation 

transformer with 

100km 

transmission line 

on 138kV side and 

20km line on 

25kV side 

simulated on 

PSCAD 

Fault 

detection 
HIF Fault 

(Chan et al., 

2011) 
[41] 

RBFNN, 

DT, KNN, 

and NB 

Factory dataset 

assumed as data 

from the microgrid 

Fault 

detection 

Three Phase 

fault in 

Microgrid 

(Samantaray 

and Dash, 

2010) 

[49] 

EKF-SVM, 

FFT-DT 

and WT-

RBFNN 

25kV simulated on 

MATLAB 

Fault 

detection 
HIF Fault 

(Cai et al., 

2010) 
[40] 

ANN, LR, 

SVM, 

AIRS, 

KNN 

Progress Energy 

Carolinas Data 

Fault cause 

identification 

Tree/Animal 

Fault 

(Cai and 

Chow, 2009) 
[163] 

LDA and 

LR 

Progress Energy 

Carolinas Data of 

Raleigh city 

Fault cause 

identification 

Tree/Animal 

Fault 

(Sarlak and 

Shahrtash, 

2008) 

[151] SVM 
IEEE 4-node Test 

Feeder 

Fault 

detection 
HIF Fault 

(Xu et al., 

2005) 
[162] 

LR and 

ANN 

Duke Energy 

Service area data 

Fault cause 

identification 

Tree/Animal 

Fault 

(Xu and 

Chow, 2005) 
[140] LR and NN 

Duke Energy 

Service Region 

data 

Fault cause 

identification 

Animal/Tree 

fault 
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Table 2.5 Supervised learning-based fault classification. 

Paper Ref 

ML 

Technique 

Used 

Application Area 
Task 

Performed 

Type of 

fault 

analyzed 

(Pan et al., 

2022) 
[81] CNN 

IEEE 13 bus 

microgrid 

simulated on 

MATLAB 

Fault 

classification 

Three phase 

fault 

(Shah et al., 

2022) 
[64] 

NN and 

SVM 

IEEE 9 Bus 

system with G3 as 

wind generator 

simulated on 

PSCAD 

Fault 

detection and 

classification 

Three phase 

fault 

(Rai et al., 

2021) 
[17] CNN 

2 DGs at 25 km 

each connected to 

distribution system 

simulated on 

MATLAB 

Fault 

detection and 

classification 

Three phase 

fault 

(Baghaee et 

al., 2020) 
[182] SVM 

213.15W PV panel 

connected to grid 

at 400V simulated 

on MATLAB 

Fault / 

islanding 

detection and 

classification 

Three phase 

fault / 

islanding 

(Fahim et al. 

2020) 
[192] CNN 

220kV-100km 

transmission line 

simulated on 

MATLAB 

Fault 

detection and 

classification 

Three phase 

fault 

(Godse and 

Bhat, 2020) 
[48] DT 

400kV-150km 

transmission line 

simulated on ATP-

EMTP 

Fault 

detection and 

classification 

Three phase 

fault 

(Lala and 

Karmakar, 

2020) 

[53] 

ANN, 

SVM, and 

KNN 

NIT Rourkela HV 

Engineering Lab 

test setup of 

500kV, 500KVA 

power frequency 

transformer 

Fault 

detection and 

classification 

HIF 

(Ren and Xu, 

2020) 
[218] 

Transfer 

learning, 

ELM, and 

RVFL 

New England 10-

machine 39-Bus 

system simulated 

Fault 

detection and 

classification 

Three phase 

fault 
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(Wang et al., 

2020) 
[184] 

K-means, 

Associatio

n rules, 

SGD 

IEEE-9 Bus 

simulated on 

PSCAD and U.S. 

Western Power 

Grid WSCC as test 

system 

Fault 

classification 

Three phase 

fault 

(Freire et al., 

2019) 
[51] 

HMM, 

ANN, RF, 

SVM, 

KNN 

Database 

developed at 

Laboratory of 

Signal Processing 

of Federal 

University of Para 

Fault 

classification 

Three phase 

fault 

(Goswami 

and Roy, 

2019) 

[97] 
DT, KNN, 

and SVM 

90km line 

prototype 

simulated on 

MATLAB 

Fault 

classification 

Three phase 

fault 

(Guo et al., 

2019) 
[52] CNN 

110kV/10kV 

31.5MVA 

transformer with 

several feeders 

simulated on 

PSCAD 

Fault 

classification 

Three phase 

fault 

(Patil et al., 

2019) 
[204] RF 

9216 fault cases 

simulated in 

PSCAD 

Fault 

classification 

Three phase 

fault 

(Yu et al., 

2019) 
[84] DNN 

IEEE-34 Bus 

System simulated 

on DigSILENT 

Power Factory 

Fault 

detection and 

classification 

Three phase 

fault 

(Abdelgayed 

et al., 2018) 
[47] 

Co-training 

of DT and 

KNN 

Transformer-IM 

model simulated 

on PSCAD acting 

as the transmission 

line 

Fault 

detection and 

classification 

Three phase 

fault 

(Jain et al., 

2018) 
[83] SVM 

IEEE-14 Bus 

simulated on 

PSS/E 

Fault 

detection and 

classification 

Three phase 

fault 

(Guo et al., 

2018) 
[30] 

CNN, 

Adaboost, 

and SVM 

Distribution 

System 

Fault 

detection and 

classification 

Earth fault 

detection in 

feeder 
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(Mishra and 

Rout, 2018) 
[46] 

ELM, 

SVM, and 

NB 

IEC Micro-grid 

model with base 

power 48 MVA 

and 4 DGs 

Fault 

detection and 

classification 

Three phase 

fault - LIF 

and HIF 

(Mishra et 

al., 2018) 
[43] 

Bagging, 

Boosting 

and KNN 

400kV 

transmission line 

simulated on 

PSCAD 

Fault 

detection and 

classification 

Three phase 

fault 

(Tokel et al., 

2018) 
[3] ANN 

IEEE-13 Bus 

simulated on 

OpenDSS 

Fault 

detection and 

classification 

Three phase 

fault 

(Magagula et 

al.,2017) 
[172] SVM 

88kV distribution 

system simulated 

on Digisilent 

Power Factory 

Fault 

detection and 

classification 

Three phase 

fault 

(Shukla et 

al., 2017) 
[131] SVM 

Six Phase 

Transmission 

System 138 kV, 68 

km Simulated on 

MATLAB about 

Springdale-

McCalmont line of 

Allegheny Power 

System 

Fault 

detection and 

classification 

Six phase 

fault 

(Sreewirote 

and 

Ngaopitakkul

, 2017) 

[168] SVM 

500 kV 

Transmission 

System Simulated 

System on ATP-

EMTP program 

Fault 

detection and 

classification 

Three phase 

fault 

(Xi et al., 

2017) 
[194] DBN 

IEEE-34 Bus 

simulated system 

Fault 

detection and 

classification 

Three phase 

fault 

(Zeng et al., 

2017) 
[211] 

AdaBoost 

+ CART 

and SVM 

10kV Distribution 

system simulated 

on PSCAD 

Fault 

detection and 

classification 

SLG fault 

(Gowrishank

ar, 2016) 
[130] ANN 

220kV-430km 

Transmission Line 

simulated on 

MATLAB 

Fault 

detection and 

classification 

Three phase 

fault 
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(Dasgupta et 

al., 2015) 
[42] 

KNN with 

Cross-

correlation 

400kV-300km 

Transmission line 

simulated on 

EMTP-ATP 

Fault 

detection and 

classification 

Three phase 

fault 

(Jamil et al., 

2015) 
[129] ANN 

400 kV - 300 km 

Transmission line 

simulated model 

on MATLAB 

Fault 

detection and 

classification 

Three phase 

fault 

(Yadav and 

Swetapadma, 

2014) 

[139] KNN 

Signals generated 

from 230 kV 100 

km transmission 

line simulated on 

PSCAD and 

processed on 

MATLAB 

Fault 

detection and 

classification 

Three phase 

fault 

(Gomes et 

al., 2013) 
[45] 

DT, NB, 

DTNB, and 

KNN 

230kV-200km 

transmission line 

simulated on 

PSCAD 

Fault 

detection and 

classification 

Three phase 

fault 

(Nikoofekr et 

al., 2013) 
[185] 

ART, 

Fuzzy ART 

Fuzzy 

ARTMAP 

Data from Palash 

feeder in the 

southwest region 

of Tehran 

Fault 

detection and 

classification 

HIF fault 

(Livani and 

Evrenosoglu, 

2012) 

[167] SVM 

230kV Hybrid 

Transmission line 

and 6-bus 

distribution system 

simulated on ATP 

Fault 

detection and 

classification 

Three phase 

fault 

(Ray et al., 

2012) 
[189] ELM 

400kV-300km 

series compensated 

transmission line 

simulated on 

MATLAB 

Fault 

classification 

Three phase 

fault 

(Shahid et 

al., 2012) 
[77] 

SVM, 

QSSVM, 

A-

QSSVM, 

and TA-

QSSVM 

132kV-300km 

Transmission Line 

simulated on 

MATLAB 

Fault 

detection and 

classification 

Three phase 

fault 
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(Singh et al., 

2011) 
[177] SVM 

400kV-128km 

transmission line 

simulated on 

PSCAD 

Fault 

detection and 

classification 

Three phase 

fault 

(Yusuff et 

al., 2011) 
[176] SVM 400kV-361.65km 

Fault 

detection and 

classification 

Three phase 

fault 

(Youssef, 

2009) 
[174] SVM 

300km 

Transmission line 

simulated on ATP 

Fault 

detection and 

classification 

Three phase 

fault 

(Bhalja and 

Maheshwari, 

2008) 

[171] SVM 

Two terminal 

transmission line 

simulated on 

PSCAD 

Fault 

detection and 

classification 

Three phase 

fault 

(Jain et al., 

2008) 
[186] ANN 

220kV-100km 

double circuit line 

simulated on 

MATLAB 

Fault 

detection and 

classification 

Six phase 

fault 

(Malathi and 

Marimuthu, 

2008) 

[173] SVM 

240kV-200km 

Transmission line 

simulated on 

MATLAB 

Fault 

detection and 

classification 

Three phase 

fault 

(Silva et al., 

2006) 
[92] NN 

Oscillo graphic 

data of Brazilian 

utility company 

and 230kV-188km 

transmission line 

simulated on ATP 

Fault 

detection and 

classification 

Three phase 

fault 

(Zhang and 

Kezunovic, 

2005) 

[159] 

Fuzzy ART 

NN and 

Fuzzy 

KNN 

WECC 9- Bus 

System simulated 

on ATP 

Fault 

detection and 

classification 

Three phase 

fault 
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Table 2.6 Supervised learning-based faulty line/section identification. 

Paper Ref 

ML 

Technique 

Used 

Application Area 
Task 

Performed 

Type of 

fault 

analyzed 

(Chang et al., 

2022) 
[219] SVM 

HV 230kV 

transmission line 

with MV 22.8kV 

wind farms 

Fault location 

identification 

Three 

phase 

fault 

(Galvez and 

Abur, 2022) 
[11] 

k-means 

clustering 

and directed 

tree model 

8 Bus system, 

IEEE 118 Bus 

system and IEEE 

123 test node 

feeder 

Fault location 

identification 

Three 

phase 

fault 

(Mrabet et al., 

2022) 
[44] 

RF, SVM, 

NN, DNN, 

NB, DT 

IEEE 9 Bus 

system 

Fault location 

detection 

Three 

phase 

fault 

(Teimourzadeh et 

al., 2021) 
[220] 

CNN and 

DQN 

Two transmission 

line of 230kV – 

45miles one 

double circuit and 

other single circuit 

Fault 

detection and 

faulty 

segment 

identification 

SLG 

fault 

(Chen et al., 

2020) 
[34] 

GCN, 

PCA+SVM, 

FCNN, and 

PCA+RF 

IEEE-123 bus 

simulated on 

OpenDSS 

software 

Faulty bus 

identification 

SLG, 

DLG, 

and LL 

fault 

(Liang et al., 

2020) 
[36] ACNN 

IEEE-33 Bus 

system simulated 

on MATLAB 

Fault 

detection, 

classification, 

and faulty 

line 

identification 

Three 

phase 

fault 

(Sapountzoglou 

et al., 2020) 
[62] 

Gradient 

Boosting 

LV system 

simulated model 

on MATLAB 

provided by 

Efacec company 

Fault 

detection, 

classification, 

and faulty 

phase 

identification 

SLG and 

LLL 

faulty 
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(Gashteroodkhani 

et al., 2019) 
[37] SVM 

230kV 60Hz 

Hybrid 

Transmission line 

of 160km 

overhead and 

32km 

underground 

simulated on 

EMTP software 

Fault 

identification 

in OHL and 

UL and 

faulty section 

identification 

Three 

phase 

fault 

(Li et al., 2019) [193] CNN 

IEEE-39 and 

IEEE-68 bus 

system simulated 

on MTALAB 

Faulty line 

identification 

Three 

phase 

fault 

(Maruf et al., 

2018) 
[67] 

ANN, 

SVM, 

Bagging, 

and 

AdaBoost 

IEEE 13 Bus 

system with two 

DGs of 1800kVA 

and 2600kVA 

simulated on 

MATLAB 

Fault 

classification, 

and faulty 

segment 

identification 

SLG 

fault 

(Bhattacharya 

and Sinha, 2017) 
[179] 

SVM and 

RNN 

(LSTM) 

Simulation Data 

from Siemens 

PSS/E software 

Fault 

classification, 

and faulty 

line 

identification 

Three 

phase 

fault 

(Hasan et al., 

2017) 
[61] 

Bagging, 

Boosting, 

RBFNN, 

and NB 

750kV-600km 

transmission line 

on MATLAB 

Fault 

detection, 

classification, 

and faulty 

section 

identification 

Three 

phase 

fault 

(Deng et al., 

2015) 
[170] SVM 

Simulated model 

on PSCAD 

Faulty 

section 

identification 

SLG 

fault 

(Livani and 

Evrenosoglu, 

2014) 

[180] SVM 

230kV 60Hz 

hybrid 

transmission line 

simulated on ATP 

Faulty 

section 

identification 

Three 

phase 

fault 

(Livani and 

Evrenosoglu, 

2013) 

[181] SVM 

230kV, 60Hz 

three-terminal 

transmission 

system simulated 

on ATP software 

Fault 

detection, 

classification, 

and faulty 

section 

identification 

Three 

phase 

fault 
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Table 2.7 Supervised learning-based exact fault localization. 

Paper Ref 

ML 

Technique 

Used 

Application Area 
Task 

Performed 

Type of 

fault 

analyzed 

(Sahani 

and Dash, 

2020) 

[38] 
SVM, RT 

and ELM 

Series capacitor 

compensated double 

circuit transmission 

line 400kV, 50Hz 

simulated on 

MATLAB 

Fault 

classification, 

faulty phase 

identification 

and localization 

Three 

phase 

fault 

(Zhang et 

al., 2020) 
[35] 

Bi-GRU, 

RT, Linear 

Regression, 

RF, SVR 

and BPNN 

New England 10-

machine system 

simulated on 

PSASP, tested on 

IEEE-39 bus system 

Fault 

localization 

Three 

phase 

fault 

(Srivastava 

and Parida, 

2019) 

[66] 

KNN, SVM, 

Bagging, 

Linear 

Regression, 

RT, SVR, 

GPR, 

200km 5 Bus test 

system of 11kV MV 

distribution line with 

two DGs simulated 

on Simulink 

Fault 

classification 

and localization 

Three 

phase 

fault 

(Moloi and 

Akumu, 

2019) 

[214] 

RVM, 

SVM, and 

SVR 

132kV two bus 

system simulated on 

DigSILENT Power 

Factory 

Fault detection, 

classification, 

and localization 

Three 

phase 

fault 

(Moloi and 

Yusuff, 

2019) 

[59] 
SVM, ANN, 

and GPR 

66kV distribution 

system simulated on 

DigSILENT Power 

Factory 

Fault detection, 

classification, 

and localization 

Three 

phase 

fault 

(Fei et al., 

2018) 
[215] SVR 

400kV-300km 

Transmission line 

simulated on 

MATLAB 

Fault 

localization 

Three 

phase 

fault 

(Moloi et 

al., 2018) 
[58] ANN, GPR 

22kV system 

simulated on Power 

World Software 

Fault detection, 

classification, 

and localization 

HIF fault 

(Patel, 

2018) 
[56] SVM 

400kV Hybrid 

transmission line 

simulated on ATP 

Fault detection, 

classification, 

and localization 

Three 

phase 

fault 
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(Chen et 

al., 2018b) 
[29] 

SW- ELM 

and SG- 

ELM 

Three Separate 

Transmission Line 

Model Simulated on 

MATLAB 

Fault detection, 

classification, 

and localization 

Three 

phase 

fault 

(Magagula 

et al., 

2017a) 

[57] 

NB, SVM, 

SVR, and 

GPR 

88kV Distribution 

system simulated on 

DigSILENT Power 

Factory 

Fault detection, 

classification, 

and localization 

Three 

phase 

fault 

(Shafiullah 

et al., 

2017) 

[39] 
ELM, SVR, 

and ANN 

25kV-30km 

distribution System 

Fault detection, 

classification, 

and localization 

Three 

phase 

fault 

(Fathabadi, 

2016) 
[178] 

SVM and 

SVR 

230kV-50km 

Transmission Line 

simulated on 

Proteus6/MATLAB 

Fault detection, 

classification, 

and localization 

Three 

phase 

fault 

(Roy and 

Bhattachar

ya, 2015) 

[187] PNN 

400kV-300km 

Transmission line 

simulated on 

MATLAB 

Fault detection, 

classification, 

faulty phase 

identification, 

and localization 

Three 

phase 

fault 

(Upendar 

et al., 

2012) 

[199] 

CART and 

NN 

(backpropag

ation) 

400kV transmission 

line simulated on 

MATLAB 

Fault detection, 

classification, 

and localization 

Three 

phase 

fault 

(Malathi et 

al., 2011) 
[191] 

ELM and 

SVR 

400kV, 300km, 

series compensated 

transmission line 

simulated on 

MATLAB 

Fault detection, 

classification, 

and localization 

Three 

phase 

fault 

(Malathi et 

al., 2010) 
[175] 

SVM, SVR 

and ELM 

240kV-225km 

Transmission line 

simulated on 

MATLAB 

Fault 

classification, 

faulty phase 

detection and 

localization 

Three 

phase 

fault 

 

The provided tables outline the status of research in ML-based power system fault 

detection, classification, and localization. Additionally, an analysis of available literature has 

been conducted to identify trends in ML-based fault diagnosis methods, represented 
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graphically in Figure 2.19. This figure illustrates a six-year stacked analysis of works across 

various models.  

 

 
Figure 2.19 Six-yearly analysis of reviewed works on the model’s preferences for ML 

based fault diagnosis. 

 

 
Figure 2.20 Count of model’s preferences for ML based power system fault diagnosis 

literature reviewed. 
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Furthermore, Figure 2.20 provides an exact count of the literature reviewed in this 

dissertation, reflecting researchers' preferences for specific models. The analysis indicates 

that SVM and NN are the most researched models, while ensemble techniques are gaining 

popularity. However, ensemble regression techniques remain relatively unexplored. In 

Figure 2.21, a six-year stacked analysis of available works for fault detection, classification, 

and localization is presented, encompassing both location identification and exact 

localization approaches.  

 

 
Figure 2.21 Six-yearly analysis of reviewed works for ML-based fault detection, 

classification, location identification, and exact localization. 

 

Detection Classification
Location
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Localization

2017-2023 37 27 12 11

2011-2016 19 12 3 4

2005-2010 8 6 0 1
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Figure 2.22 Count of works reviewed for fault detection classification and localization. 

 

Finally, Figure 2.22 depicts the exact count of literature reviewed in this dissertation for 

fault detection, classification, and localization, considering both location identification and 

exact localization. The analysis reveals that relatively less work focuses on fault localization, 

with most concentrating on identifying faulty lines or sections. Consequently, research on 

fault localization using ensemble regression techniques is limited within the literature. 

 

2.12 Research Perspective  

Given that ML models are less susceptible to variations in line parameters and these 

techniques are considered robust and adaptable, it's imperative to investigate their 

adaptability in RES integrated power systems. Furthermore, a deduction drawn from the 

research status and trends indicates that ensemble techniques have been rarely explored for 

exact fault localization. Although bagging has been utilized for power system fault 
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localization, functioning as a classifier and regressor, respectively. Similarly, the literature 

lacks performance analyses of ET and XGBoost for power system fault classification and 

localization. Thus, this dissertation aims to fill this gap by analyzing the performance of ET 

and XGBoost in both fault classification and localization tasks. Moreover, during the 

literature survey, it was noted that Bayesian Ridge Regression (BRR) has not been utilized 

for power system fault localization. Consequently, this study incorporates BRR for fault 

localization purposes. 

 

2.13 Chapter Summary  

This chapter offers a comprehensive review of power system fault detection, classification, 

and localization using ML techniques. It includes a brief discussion on power system 

monitoring and various fault diagnostic techniques. The evolution of fault localization from 

conventional impedance-based and traveling wave-based methods to ML-based approaches 

is outlined. Additionally, a structured framework for addressing problems using ML 

paradigms, along with various performance metrics and dimensionality reduction 

techniques, is provided.  

The chapter delves into the extensive literature survey covering unsupervised and 

supervised learning techniques for fault detection, classification, and localization. 

Discussions are supported by taxonomical tabulations of research literature, facilitating easy 

reference retrieval. Moreover, the advantages and disadvantages of fault diagnosis 

techniques are thoroughly examined. Finally, the chapter highlights the current research 

status and trends, identifies gaps within the literature, and suggests several unexplored 

models that can be utilized for power system research areas. 
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Chapter 3 SYSTEM MODELING AND FAULT DATABASE 

FORMATION 

 

3.1 Introduction 

This chapter provides a detailed description of the chosen system for the proposed study and 

enumerates the parameters employed in simulating different components of the selected 

power system. It provides a comprehensive discussion and calculation of various parameters 

of the selected IEEE 9 Bus system. Additionally, the necessary data for simulating 

synchronous generators, transmission lines, transformers, and solar photovoltaic (PV) plants 

is detailed in subsequent sections of the chapter. Furthermore, the chapter extensively 

discusses the generation and formation of the fault database. 

To assess the effectiveness of machine learning models for fault classification and 

localization within power systems and explore the impact of RES integrations on ML model 

performance and their adaptability to varying fault data availability, the study employs the 

IEEE 9 Bus system as a testbed. This standard IEEE system serves as a simplified 

representation of an electric grid. It facilitates the integration of RES, enabling the evaluation 

of ML models' fault classification and localization capabilities both with and without RES. 

The simulations are conducted using the MATLAB 2021b Simulink environment. Solar PV 

plants with capacities of 10 MW, 20 MW, and 30 MW are also modeled and integrated into 

the IEEE 9 Bus system for fault database generation. Consequently, a fault database is 

generated for both the "standard IEEE 9 Bus System" and the "RES integrated IEEE 9 Bus 

System," encompassing a wide range of fault attributes to incorporate actual field variations, 
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including temperature and irradiance effects on power generation from different sizes of 

solar PV-based RES integrated into the studied transmission network (IEEE 9 Bus). 

While numerous studies in power system fault diagnosis have been conducted on simple 

networks, such as two-bus transmission lines, the standard IEEE transmission and 

distribution systems are favored as they closely resemble real power systems. Notable 

examples of the transmission network are IEEE 9 Bus [44], 14 Bus [83], 39 Bus [152], and 

68 Bus [193], and the distribution networks are IEEE 4 Bus [151], 13 Bus [202], 33 Bus 

[36], and 34 Bus [84]. Additionally, the IEEE 123 Bus is widely referenced for combined 

transmission and distribution networks [34]. Given its six transmission lines, the IEEE 9 Bus 

system is selected over larger transmission networks to enable a comprehensive impact 

analysis of RES integration on ML model performance for all transmission lines of the 

network. 

 

3.2 Standard IEEE 9 Bus System 

This study utilizes the standard IEEE 9 bus system as a reference for conducting the proposed 

study. Researchers have widely adopted the IEEE 9 bus system as a standardized testing 

framework for evaluating new methodologies across static and dynamic power system 

challenges. Test systems are preferred over actual power systems due to their convenience, 

as real system models often lack comprehensive documentation and are excessively large, 

making it challenging to identify overarching trends. Additionally, outcomes from real 

system models are typically less universally applicable than those obtained from test 

systems. Moreover, the IEEE 9 Bus system has served as a microgrid in a few research 
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articles, given three generator sources, which can be renewable-based sources.  Thus, it 

offers a highly simplified representation of an electric grid [221].  

The IEEE 9 bus contains nine buses, three synchronous generating units, six transmission 

lines, three two-winding transformers, and three loads, as shown in Figure 3.1, illustrating 

the single line diagram of the standard IEEE 9 Bus system [155], [222].  

 

 
Figure 3.1 Single line diagram of the standard IEEE 9 Bus System. 

 

Access to various network parameters is essential to accurately simulate the IEEE 9 Bus 

system in MATLAB. These parameters encompass the per-unit values of transmission line 

resistance, inductance, and susceptance. Moreover, information regarding the bus types of 

generator buses, along with the active and reactive power ratings of connected loads, voltage 
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ratings of all buses, and power and voltage ratings of generators, is necessary for accurate 

simulation. These data can typically be obtained from literature sources and have been 

organized into Tables 3.1 and 3.2 for convenient reference [223]. 

 

Table 3.1 Transmission line parameter data. 

Transmission Line R(pu) X(pu) B(pu) 

1-4 0 0.0576 0 

2-7 0 0.0625 0 

3-9 0 0.0586 0 

4-5 0.010 0.085 0.176 

4-6 0.017 0.092 0.158 

7-5 0.032 0.161 0.306 

7-8 0.0085 0.072 0.149 

9-8 0.0119 0.1008 0.209 

9-6 0.0390 0.17 0.358 

 

Table 3.2 Bus type and voltage, generator, and load parameters data. 

Bus 

No. 

Bus 

Type 

Bus 

Voltage 

Voltage 

(pu) 
Generator Load 

    
P 

(MW) 

Q 

(MVAR) 
Qmin Qmax 

P 

(MW) 

Q 

(MVAR) 

1 Slack 16.5 kV 1.04 0 0 0 0 0 0 

2 Voltage 18 kV 1.025 163 6.7 inf inf 0 0 

3 Voltage 13.8 kV 1.025 85 -10.9 inf inf 0 0 

4 Load 230 kV 1 0 0 0 0 0 0 

5 Load 230 kV 1 0 0 0 0 125 50 

6 Load 230 kV 1 0 0 0 0 90 30 

7 Load 230 kV 1 0 0 0 0 0 0 

8 Load 230 kV 1 0 0 0 0 100 35 

9 Load 230 kV 1 0 0 0 0 0 0 

 

The bus and transmission line data presented in Tables 3.1 and 3.2 served as the 

foundation for simulating the IEEE 9 Bus system for the research conducted in this 

dissertation. Furthermore, the same system was utilized to integrate renewable energy 

sources (RES) onto Bus 7 and Bus 5, with capacities ranging from 10, 20, and 30 MW, 
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resulting in variations in power fed to these buses. This research analyzed six distinct RES 

integration scenarios, leading to adjustments in the power fed values at Bus 7 and Bus 5 

based on the specific case under study. However, it is important to highlight that all other 

values pertaining to bus data, branch impedance, and transmission line data, as listed in 

Tables 3.1 and 3.2, remained constant throughout the analysis. Therefore, the loads and 

transmission line parameters remained the same throughout this research. 

 

3.3 IEEE 9 Bus System Modeling 

To simulate the IEEE 9 Bus system on the MATLAB Simulink environment, firstly, the 

length of transmission lines needs to be calculated. To calculate the length of transmission 

lines, the following relation has been used: 

          𝐿𝑒𝑛𝑔𝑡ℎ 𝑜𝑓 𝑡𝑟𝑎𝑛𝑠𝑚𝑖𝑠𝑠𝑖𝑜𝑛 𝑙𝑖𝑛𝑒 =  (
√𝑋∗𝐵

2𝜋𝑓
) ∗ 𝑉𝑒𝑙𝑜𝑐𝑖𝑡𝑦 𝑜𝑓 𝑙𝑖𝑔ℎ𝑡 𝑖𝑛 𝑘𝑚/𝑠𝑒𝑐    … (3.1) 

Where X is the inductance of the line, and B is the susceptance of the line. To calculate the 

line length, use base voltage Vb as 230 kV and base power Sb as 100 MVA.  

Calculating the length of transmission line 4-5: 

𝐿𝑒𝑛𝑔𝑡ℎ =  (
√0.085 ∗ 0.176

2𝜋50
) ∗ 3 ∗ 105 

Length of transmission line 4-5 = 116.798 km 

Thus, the length of six interconnected transmission lines of the IEEE 9 Bus system for 50Hz 

frequency as calculated using (3.1) are: Line 4-5 is 116.798km, Line 4-6 is 115.131 km, Line 

7-5 is 211.955 km, Line 7-8 is 98.907 km, Line 8-9 is 138.603 km, and Line 9-6 is 235.579 
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km. Once the length of all the transmission lines has been calculated, the per kilometer values 

of resistance, inductance, and capacitance need to be calculated using the following 

equations: 

                                                   𝑅𝑎𝑐𝑡𝑢𝑎𝑙 =  𝑅𝑏𝑎𝑠𝑒 ∗  𝑅𝑝𝑢                                             …(3.2) 

                                                   𝑋𝑎𝑐𝑡𝑢𝑎𝑙 =  𝑋𝑏𝑎𝑠𝑒 ∗  𝑋𝑝𝑢                                             …(3.3) 

                                                   𝐵𝑎𝑐𝑡𝑢𝑎𝑙 =  𝐵𝑏𝑎𝑠𝑒 ∗  𝐵𝑝𝑢                                             …(3.4) 

                                                    𝑅𝑏𝑎𝑠𝑒 =  𝑋𝑏𝑎𝑠𝑒 =  
𝑉𝑏

2

𝑆𝑏
                                                   …(3.5) 

                                                            𝐵𝑏𝑎𝑠𝑒 =  
𝑆𝑏

𝑉𝑏
2                                                    …(3.6) 

                                               𝑅𝑏𝑎𝑠𝑒 =  𝑋𝑏𝑎𝑠𝑒 =  
(230∗ 103)2

100 ∗106 = 529 

                                                𝐵𝑏𝑎𝑠𝑒 =  
100 ∗106

 (230∗ 103)2 = 1.89 ∗ 10−3 

Using the per unit value of transmission line 4-5 resistance from Table 3.1, calculate Ractual, 

positive sequence resistance R1, and zero sequence resistance R0 as follows: 

                                             𝑅𝑎𝑐𝑡𝑢𝑎𝑙4−5
=  529 ∗  0.010 = 5.29 𝛺 

                                  𝑅𝛺/𝑘𝑚4−5
=  

𝑅𝑎𝑐𝑡𝑢𝑎𝑙4−5

𝐿𝑖𝑛𝑒 𝑙𝑒𝑛𝑔𝑡ℎ
=  

5.29 𝛺

116.798 𝑘𝑚
=  0.04529 𝛺/𝑘𝑚 

𝑅1(4−5) = 0.04529 𝛺/𝑘𝑚 

𝑅0(4−5) = 0.13587 𝛺/𝑘𝑚 

Similarly, using the per unit value of transmission line 4-5 inductance from Table 3.1, 

calculate Lactual, positive sequence inductance L1, and zero sequence inductance L0 as: 
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𝑋𝑎𝑐𝑡𝑢𝑎𝑙4−5
=  529 ∗  0.085 = 44.965 

                                               𝐿𝑎𝑐𝑡𝑢𝑎𝑙4−5
=

 44.965

2∗𝜋∗50
= 0.14312 H 

                                  𝐿𝐻/𝑘𝑚4−5
=  

𝐿𝑎𝑐𝑡𝑢𝑎𝑙4−5

𝐿𝑖𝑛𝑒 𝑙𝑒𝑛𝑔𝑡ℎ
=  

0.14312 𝐻

116.798 𝑘𝑚
=  1.2254 𝑚𝐻/𝑘𝑚 

𝐿1(4−5) = 1.2254 𝑚𝐻/𝑘𝑚 

𝐿0(4−5) = 3.67629 𝑚𝐻/𝑘𝑚 

Similarly, using the per unit value of transmission line 4-5 susceptance from Table 3.1, 

calculate Cactual, positive sequence capacitance C1, and zero sequence capacitance C0 as 

follows: 

𝐵𝑎𝑐𝑡𝑢𝑎𝑙4−5
=  1.89 ∗ 10−3 ∗  0.176 = 3.3264 ∗ 10−4 

                                          𝐶𝑎𝑐𝑡𝑢𝑎𝑙4−5
=

 3.3264∗ 10−4

2∗𝜋∗50
= 1.058826 μF 

                                  𝐶𝐹/𝑘𝑚4−5
=  

𝐶𝑎𝑐𝑡𝑢𝑎𝑙4−5

𝐿𝑖𝑛𝑒 𝑙𝑒𝑛𝑔𝑡ℎ
=  

1.058826 μF

116.798 𝑘𝑚
=  9.06544 𝑛𝐹/𝑘𝑚 

𝐶1(4−5) = 9.06544 𝑛𝐹/𝑘𝑚 

𝐶0(4−5) = 27.196 𝑛𝐹/𝑘𝑚 

Likewise, the R1, R0, L1, L0, C1, and C0 values of all transmission lines are calculated. The 

obtained values and each transmission line length have been tabulated in Table 3.3. The 

values have been calculated for the 50 Hz frequency system. For different frequencies, the 

values obtained will change. The transmission line parameters values obtained have been 

used to simulate the IEEE 9 Bus system on the MATLAB Simulink environment, as shown 
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in Figure 3.2. Each transmission line has been modeled using distributed line parameters by 

dividing each line into ten equal sections. 

 

Table 3.3 Transmission line length, positive and zero sequence resistance, inductance, and 

capacitance. 

Line 
Length 

km 

R1 

𝜴/𝒌𝒎 

R0 

𝜴/𝒌𝒎 

L1 

𝒎𝑯/𝒌𝒎 

L0 

𝒎𝑯/𝒌𝒎 

C1 

𝒏𝑭/𝒌𝒎 

C0 

𝒏𝑭/𝒌𝒎 

4-5 116.798 0.04529 0.13587 1.22542 3.67629 9.06544 27.1963 

4-6 115.131 0.07811 0.23433 1.34554 4.03664 8.25767 24.7730 

7-5 211.955 0.07986 0.23959 1.27904 3.83714 8.68702 26.0610 

7-8 98.907 0.04546 0.13638 1.22576 3.67729 9.06462 27.1938 

9-8 138.603 0.04541 0.13625 1.22459 3.67377 9.07331 27.2199 

9-6 235.579 0.08757 0.26272 1.21511 3.64534 9.14408 27.4322 

 

 
Figure 3.2 Simulated model of the IEEE 9 Bus System on MATLAB Simulink 2021b. 

 

3.4 Renewable Energy Source Integration Considerations 

The pursuit of green and clean energy led to the ongoing integration of large-scale RES into 

the existing transmission and distribution networks across the nations. Among all renewable 
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sources, solar PV power generation capacity alone has reached 849 GW globally, according 

to the International Renewable Energy Agency (IRENA) 2021 report. Being a significant 

source of future energy generation, the integration of large-scale solar plants into the power 

grid is increasing over time, especially in countries like India.  

Before integrating RES into the power grid, conducting optimal placement and sizing 

analysis is imperative. This ensures various objectives such as voltage stability, grid 

reinforcement, minimization of power loss and on-peak operation cost, and improvement of 

load factor [9]. Determining the optimal location (bus) and size (generation capacity in MW) 

of RES integration in a transmission network is essential for efficient operation. Various 

methodologies are available in the literature for this purpose. In the case of the IEEE 9 Bus 

system under study, RES integration has been strategically placed after carefully considering 

optimal placement and optimal maximum sizing analysis [10]. According to Lyapunov 

exponent estimation, Bus number 7 is the best location for RES integration, while Bus 

number 5 is the second-best location. The considered maximum RES size at these locations 

is 30MW [10]. However, the RES integration can be of the maximum allowed size or some 

lower values. Therefore, three sizes of RES have been integrated into the power system, i.e., 

10MW, 20MW, and 30MW. The smaller sizes than the maximum allowable penetration have 

been considered to incorporate practical issues such as installation time and land availability 

limits at the point of optimal placement. Given two optimal placement locations with the 

possibility of three different sizes of RES integration at each, the RES integration into the 

IEEE 9 bus system can occur in nine different ways. Therefore, instead of opting for a single 

combination, such as the maximum allocation of 30MW at both buses, the study examines 

six combinations of different total MW power generations (i.e., 10MW, 20MW, 30MW, 
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40MW, 50MW, 60MW), treating each as an independent case. Six combinations out of nine 

are considered to avoid redundancy in the results.  

 

3.5 Solar Photovoltaic Plant Modeling 

In this dissertation, the solar PV plant-based RES has been taken under study. The integrated 

solar-based RES has been modeled, incorporating standard temperature and irradiance 

variations. The temperature and irradiance values, throughout the day and year, directly 

affect the power output from solar PV plants. Thus, the amount of power fed into the grid is 

never constant and keeps fluctuating. Thereby, on the occurrence of a fault, the fault current 

level may vary for the fault at the same location [13]. Hence, considering temperature and 

irradiance variations is essential while analyzing solar PV-based RES integration in 

transmission networks [79]. 

The photovoltaic solar cells can convert the irradiance energy of the sun obtained at the 

earth's surface into electrical energy. By using optimization techniques such as Maximum 

Power Point Tracking (MPPT), the conversion from solar energy to electrical energy can be 

maximized and fed to the electrical grid, which will be a zero-emission form of power 

source. The power generated by solar plants can be fed to the grid as per electricity board 

regulations either at low voltage, i.e., 400V, or at medium voltage, i.e., 18kV, using a step-

up transformer. This can be further stepped up to match the voltage level of the point of 

connection [224]. 

The design of solar PV power plants requires detailed modeling of (1) a PV array of PV 

modules grouped in series and parallel strings to obtain the rating of power needed from the 
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plant. (2) A DC-DC boost converter to convert the output voltage of the PV array to the rated 

voltage of the inverter. (3) A three-phase DC-AC inverter to convert input DC voltage to 

three-phase AC voltage. (4) A three-phase step-up transformer steps up the low voltage from 

the inverter to the high voltage to feed the grid at the rated voltage. (5) An MPPT controller 

to ensure maximum power generation from solar PV plants. 

 

3.5.1 Design of PV array 

Numerous solar PV array modules are available on MATLAB Simulink 2021b environment, 

such as Apollo, Hyundai, Mitsubishi, Sanyo, Sharp, SunPower, Suntech, and many more. In 

this study, a solar PV plant has been modeled using the SunPower SPR-310E-WHT-D 

module of a solar PV array. The open circuit voltage Voc and short circuit current Isc of this 

module are 64.6V and 6.14A, respectively. The maximum power generation PMP from this 

module can be 315.072W. The voltage at maximum power point VMP is 54.7V, and the 

current at maximum power point IMP is 5.76A.  

The I-V and P-V characteristics of a single PV module have been presented in Figure 

3.3. The solar PV plants of the required rating will be formed by connecting several PV 

modules in series-parallel combinations. Further, IGBT switches, capacitors, and inverters' 

voltage and current ratings must be calculated. Several PV arrays will be connected in 

parallel to form the desired rating solar plant to limit the rating of components. 

For the exact modeling of the solar power plant, D.L. Popa et al. (2016), work on the 

design and simulation of a 10 MW solar PV plant can be referred to [224]. Thus, the required 

power rating of a solar PV plant can be modeled by properly selecting parallel strings and a 

series of connected modules per string. However, the power obtained at the grid is lower 
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than the maximum power generated by the PV module due to power loss in DC-DC 

converters and inverters. 

 

 
Figure 3.3 I-V and P-V characteristics of a single PV module. 

 

The DC-DC boost converter input voltage value and the available inverter power rating 

determine the number of necessary series-connected modules per string and parallel strings. 

The rated DC input voltage for the boost converter is usually chosen as half the output 

voltage, i.e., DC-Link voltage [224]. Considering that the output voltage of a string of series 

connected PV modules is the sum of all PV modules, and also considering the minimum 

DC-Link voltage for the inverter, one can obtain the number of PV modules connected in 

series (Nser) based on: 

                                                  𝑁𝑠𝑒𝑟 =  
1

2
∗  

𝑉𝐷𝐶−𝐿𝑖𝑛𝑘

𝑉𝑀𝑃
                                                      …(3.7)  

Where:  NSER = number of necessary PV modules connected in series. 
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VDC-Link = the DC link voltage at the inverter input. 

VMP = PV module voltage at the maximum power point. 

Proper selection of inverter input voltage and current is necessary. A lower input voltage 

will lead to higher current flowing through the DC-DC boost converter, necessitating higher 

rating IGBT switches for operation. The minimum DC-Link voltage for the inverter can be 

calculated as follows: 

                                                          𝑉𝐷𝐶−𝐿𝑖𝑛𝑘  >  2√2 ∗  𝑉𝑃𝐻𝐴𝑆𝐸                                    …(3.7) 

Where:  VPHASE = the RMS value of the phase voltage at the inverter’s output 

Thus, the maximum power from a series-connected PV string will be: 

                                                       𝑃𝑆𝑇𝑅𝐼𝑁𝐺 =  𝑁𝑆𝐸𝑅  ∗  𝑃𝑀𝑃                                        …(3.8)   

Once the number of series connected modules is set, the number of parallel strings is 

computed based on the rated power of the available inverter. Thus, the necessary number of 

strings in parallel based on the rating of the inverter will be:  

                                                               𝑁𝑃𝐴𝑅 =  
𝑃𝐼𝑁𝑉

𝑃𝑆𝑇𝑅𝐼𝑁𝐺
                                               …(3.9) 

If the available inverter rating is lower than the required plant rating, multiple inverters can 

be used and connected in parallel. Thus, to form the required size power plant PPLANT i.e., 

10MW, 20MW, and 30MW, the needed number of inverters will be NINV, and PV arrays 

(NARRAYS) will be: 

                                                   𝑁𝐼𝑁𝑉 =  𝑁𝐴𝑅𝑅𝐴𝑌𝑆 =  
𝑃𝑃𝐿𝐴𝑁𝑇

𝑃𝐼𝑁𝑉
                                              …(3.10) 
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3.5.2 Design of DC-AC Inverter 

Inverter sizing is done considering the available inverter rating PINV and PV arrays peak 

output power for a simple two-level inverter with IGBT switches available in markets. The 

rated RMS output voltage, power, efficiency, switching frequency, and overload factor must 

be known for further design. For an 85% efficient inverter, the RMS current through the 

inverter will be: 

                                                 𝐼𝐼𝑁𝑉_𝑅𝑀𝑆 =  
𝑃𝐼𝑁𝑉

3∗ 𝑉𝑃𝐻𝐴𝑆𝐸
∗  

100

85
                                         ...(3.11) 

                                                 𝐼𝐼𝑁𝑉_𝑃𝐸𝐴𝐾 =  𝐼𝐼𝑁𝑉_𝑅𝑀𝑆 ∗  √2                                                …(3.12) 

To decide the size of the PWM coils inductance value, it is assumed that 5% ripple current 

of the peak value of injected current flows, thus the peak-to-peak value of current ripple is: 

                                           𝐼𝐼𝑁𝑉_𝑅𝐼𝑃𝑃𝐿𝐸_𝑃𝐸𝐴𝐾 = 0.05 ∗ 𝐼𝐼𝑁𝑉_𝑃𝐸𝐴𝐾                                    …(3.13) 

Thus, the PWM coil inductance value can be calculated as: 

                                           𝐿𝐼𝑁𝑉_𝑃𝑊𝑀 =
 √3 ∗ 𝑉𝐷𝐶

12 ∗ 𝛿 ∗ 𝑓𝑆𝑊_𝐼𝑁𝑉 ∗ 𝐼𝐼𝑁𝑉_𝑅𝐼𝑃𝑃𝐿𝐸_𝑃𝐸𝐴𝐾
                           …(3.14) 

Where:  δ = the overload factor 

  fSW_INV = the switching frequency of the inverter  

The overload factor δ can vary between 120% to 180%. The selected value for this 

dissertation work is 150%. The higher switching frequency offers lower total harmonic 

distortion (THD) for the injected current and output voltage. The average value of the current 

is 63.6% of the peak value or 90% of the RMS value: 

                                                       𝐼𝐼𝑁𝑉_𝐴𝑉𝐺 = 0.9 ∗  𝐼𝐼𝑁𝑉_𝑅𝑀𝑆                                               …(3.15) 
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The peak-to-peak ripple value of the DC-Link voltage is 5%: 

                                              𝑉𝑅𝐼𝑃𝑃𝐿𝐸_𝑃𝐸𝐴𝐾 = 0.05 ∗  𝑉𝐷𝐶−𝐿𝐼𝑁𝐾                                  …(3.16) 

Thus, the required value of the DC-Link capacitor will be: 

                                                𝐶𝐷𝐶−𝐿𝐼𝑁𝐾  >  
𝐼𝐼𝑁𝑉_𝐴𝑉𝐺

2 ∗ 𝜔 ∗ 𝑉𝑅𝐼𝑃𝑃𝐿𝐸_𝑃𝐸𝐴𝐾
                                      …(3.17)     

Where:  ω = the angular frequency corresponding to 50Hz grid. 

If the calculated value of the CDC-LINK capacitor is much higher than the one available in the 

market, then several capacitors can be connected in parallel to achieve the large capacitance 

needed at the rated voltage value of the DC-Link capacitor. The rated voltage of the DC-

Link capacitor i.e., VRATED_CDC is recommended to be at least 20% higher than the operating 

voltage: 

                                             𝑉𝑅𝐴𝑇𝐸𝐷_𝐶𝐷𝐶  >  1.20 ∗  𝑉𝐷𝐶−𝐿𝐼𝑁𝐾                                    …(3.18)   

 

3.5.3 Design of DC-DC Boost Converter  

Based upon the values of DC-DC converter input voltage VPV, DC-Link voltage VDC-Link, 

IINV_RMS, which is equal to IOUT_RMS of boost converter, and switching frequency of boost 

converter fSW_BOOST, the maximum duty cycle dmax can be calculated which is generally 0.6. 

The boost converter generally has 90% efficiency (η). Thus, the maximum allowable duty 

cycle can be calculated as: 

                                                       𝑑𝑚𝑎𝑥 =  1 −
𝑉𝑀𝐼𝑁∗ 𝜂

𝑉𝐷𝐶−𝐿𝑖𝑛𝑘
                                                …(3.19) 

Thus, the maximum current through the IGBT will be: 
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                                             𝐼𝐼𝐺𝐵𝑇_𝑀𝐴𝑋  = 2 ∗ 𝐼𝑂𝑈𝑇_𝑅𝑀𝑆 ∗ (𝑑𝑚𝑎𝑥 + 1)                        …(3.20) 

Sizing the LBOOST coil inductance is done considering a 5% ripple current from the maximum 

current through the IGBT. Hence the peak-to-peak value of the current ripple is: 

                                                   𝐼𝑅𝐼𝑃𝑃𝐿𝐸_𝑃𝐸𝐴𝐾 = 0.05 ∗  𝐼𝐼𝐺𝐵𝑇_𝑀𝐴𝑋                            …(3.21)   

The minimum value of LBOOST coil inductance will be: 

                                           𝐿𝐵𝑜𝑜𝑠𝑡 >  
𝑉𝑀𝐼𝑁∗(𝑉𝐷𝐶−𝐿𝐼𝑁𝐾 − 𝑉𝑀𝐼𝑁)

𝐼𝑅𝐼𝑃𝑃𝐿𝐸_𝑃𝐸𝐴𝐾∗ 𝑓𝑆𝑊_𝐵𝑂𝑂𝑆𝑇∗ 𝑉𝐷𝐶−𝐿𝐼𝑁𝐾
                      …(3.22) 

Where:  VMIN = Minimum input voltage to Boost Converter 

The exact value of the boost converter inductor LBOOST and capacitor CBOOST can be 

calculated using equations 3.23 and 3.24. 

                                               𝐿𝐵𝑂𝑂𝑆𝑇 =
𝑑𝑚𝑎𝑥 ∗ 𝑉𝑃𝑉

𝑓𝑆𝑊_𝐵𝑂𝑂𝑆𝑇∗ 𝐼𝑅𝐼𝑃𝑃𝐿𝐸_𝑃𝐸𝐴𝐾
                                           …(3.23) 

                                               𝐶𝐵𝑂𝑂𝑆𝑇 =
𝑑𝑚𝑎𝑥 ∗ 𝐼𝑂𝑈𝑇_𝑅𝑀𝑆

𝑓𝑆𝑊_𝐵𝑂𝑂𝑆𝑇 ∗ 𝑉𝑅𝐼𝑃𝑃𝐿𝐸_𝑃𝐸𝐴𝐾
                                          …(3.24)  

Thus, the DC-DC boost converter has been modeled using calculated values of LBOOST and 

CBOOST, along with the dedicated MPPT control through perturbation and observation 

control. To design 10MW, 20MW, and 30MW solar PV plants, firstly, several small modules 

of available PINV ratings were modeled with separate DC-DC converters and inverters. Then, 

the output from each module was connected in parallel through a transformer to obtain the 

required rating solar plant. Modeling smaller modules will reduce the ratings of the required 

boost converters and inverters. 
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3.6 RES Integration to IEEE 9 Bus System 

Optimal placement and sizing analysis are essential before integrating RES into the 

power grid to ensure voltage stability, grid reinforcement, minimized power loss, on-peak 

operation cost, and an improved load factor [9]. The optimal placement (bus location) and 

size (generation capacity in MW) of RES integration into a transmission network can be 

determined for a given transmission network. Several methodologies are available in the 

literature for optimal placement and sizing of RES into a transmission network. The RES 

integrated into the IEEE 9 Bus system under study has been placed after considering optimal 

placement and maximum allowable sizing analysis [10], [222]. Bus number 7 (Bus 7) is 

identified as the best location for RES integration, followed by bus number 5 (Bus 5) based 

on the Lyapunov exponent estimation analysis presented in [10]. The assumed maximum 

allowable RES size at these locations is 30MW [10]. However, the RES integration may be 

of the maximum allowed size or some lower value. Therefore, in the presented study, a solar 

PV plant with penetration ranging from 10MW to 30MW is placed on these buses. The 

power generation from solar PV plants depends on two significant variables, i.e., 

temperature and irradiance values, at the point of installation. The variations in weather 

conditions due to the rotations and revolutions of the sun throughout the day and year cause 

temperature and irradiance to vary widely. Therefore, the power fed by solar-based RES 

plants is not constant and varies widely [225]. However, the studies available in the literature 

for fault diagnosis of RES integrated systems considered RES as a constant source. Hence, 

in the proposed study, solar-based RES included in the grid incorporates temperature and 

irradiance effects on power generation from these plants. Thus, the presented study has been 

done, representing real power systems more closely. Solar PV plants of 10MW, 20MW and 
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30MW ratings have been modeled, and the power generation from these plants at various 

temperatures and irradiance values have been recorded. Table 3.4 lists the power fed from 

the modeled solar PV plant to the grid. Further, the sources of these recorded power were 

then integrated into the IEEE 9 Bus system to imitate a solar PV plant of varying power 

generation sources.  

 

Table 3.4 Power fed to the grid from different-sized solar PV plants at varying 

temperatures and irradiances. 

Plant Rating 
10MW 20MW 30MW 

Temperature Irradiance 

50℃ 1000W/m2 8.67655 17.46925 26.52015 

35℃ 1000W/m2 9.2378 18.4908 27.702 

25℃ 1000W/m2 9.4962 19.0095 28.47815 

25℃ 600W/m2 5.68195 11.3734 17.0392 

25℃ 300W/m2 2.80155 5.60785 8.40085 

25℃ 100W/m2 0.90155 1.805 2.70465 

 

Thus, the RES integrated IEEE 9 Bus system models were simulated on MATLAB for 

three different sizes of solar PV plant-based RES at BUS 7 and BUS 5, which have been 

defined as cases in further study: 

Case 1: 10MW at Bus 7 

Case 2: 10MW at Bus 7 and 10MW at Bus 5 

Case 3: 20MW at Bus 7 and 10MW at Bus 5 

Case 4: 20MW at Bus 7 and 20MW at Bus 5 

Case 5: 30MW at Bus 7 and 20MW at Bus 5 

Case 6: 30MW at Bus 7 and 30MW at Bus 5 

The simulated model of the RES integrated IEEE 9 Bus system has been shown in Figure 

3.4. The subsystems RES-1 and RES-2 present different-sized solar PV plants, which have 

been modeled as per the designing procedure discussed in section 3.5 of this chapter. The 
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RES was integrated into the IEEE 9 Bus system at the rated voltage level of the point of 

connection in the system, i.e., 230kV, using a step transformer. 

 

 
Figure 3.4 Simulated model of RES integrated IEEE 9 Bus System at Bus 7 and 5 on 

MATLAB Simulink 2021b. 

 

3.7 Fault Attributes 

Various attributes may affect the nature of fault current on fault occurrence, such as fault 

type, faulty phase, fault resistance, fault inception angle, and fault distance from 

measurement buses. The discussion about these attributes has been detailed in this section 

to present their range of values and underline how they affect the fault's current nature.  

 

3.7.1 Faulty Phase and Fault Types 

Five types of permanent faults may occur in power systems: SLG, DLG, LL, LLLG, and 

LLL. However, their occurrence may be classified into 11 types, i.e., RG, YG, BG, RYG, 
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YBG, RBG, RY, YB, RB, RYBG, and RYB. Here, R, Y, and B represent the transmission 

line phases. Hence, this study considers all possible combinations of fault occurrences during 

fault data generation. 

 

3.7.2 Fault Resistance 

The fault resistance means the opposition to the flow of current introduced by the material 

with which lines come into contact upon the occurrence of the fault. For ground faults, this 

fault resistance is earth resistivity, while for LL or LLL faults, fault resistance is the material 

with which two lines or cables are shorted, such as wood or animal. Earth resistivity is an 

electrical characteristic of the ground and is very important while calculating the zero-

sequence impedance of the transmission line. The value of earth resistivity varies 

significantly with soil type, as peat soil earth resistivity ranges (from 200 to 1200) typically 

taken as 200Ωm, adobe clay (2 to 200) typically 40Ωm, boggy ground (2 to 50), typically 

30Ωm, moist gravel (50 to 3000) typically 1000Ωm, sandy ground (50 to 3000) typically 

200Ωm, stony or rocky ground (100 to 8000) typically 2000Ωm and concrete ground (50 to 

300) typically 150Ωm. Thus, in this dissertation, we have taken the fault resistance range 

from 5Ω to 8000Ω for fault data generation to accommodate low- and high-impedance faults 

[94]. The fault resistance with low or high impedances shows different characteristics. 

Depending on the fault resistances, the fault current level varies proportionally [17]. 

Therefore, a wide range of fault resistances has been considered during data generation, as 

listed in Table 3.5. 
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3.7.3 Fault Inception Angle 

The electrical degree at which a fault occurs is known as the fault inception angle (FIA). It 

varies from 0◦ to 360◦. The instant at which a fault occurs, i.e., FIA, changes the transient 

level after fault occurrence. Different faults face maximum transient at different FIAs [226]. 

Thus, fault data has been generated for various values of fault inception angles in this study, 

as given in Table 3.5. 

 

3.7.4 Fault Distance 

In real-world power systems, a fault may occur at any point; however, to include sufficient 

diversity in the fault data for ML training, all six lines of the IEEE 9 Bus system have been 

divided into ten equal sections. 

 

3.8 IEEE 9 Bus System Fault Dataset Generation 

The fault current’s signature is crucial for fault diagnosis; thus, once the IEEE 9 Bus System 

has been modeled, the fault dataset has been prepared for a wide range of attribute variations 

to incorporate numerous scenarios that may vary the fault current after fault occurrence. To 

create a fault database, fault occurrences are simulated on all six transmission lines of the 

network, considering various fault attributes that affect the nature of the fault current. Table 

3.5 enlists fault attributes for which the IEEE 9 Bus System fault database has been formed.  

The fault current depends on factors such as faulty phase, fault types, fault resistance, 

fault inception angle, and fault distance from buses. On the occurrence of a fault, the three-

phase voltages and currents were recorded at six buses. All 36 voltages and currents have 

been collected at a sampling frequency of 1.6 kHz. The collected fault data comprises three 
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cycles: one pre-fault cycle and two post-fault cycles. Overall, 15840 fault data samples have 

been generated for the IEEE 9 bus system. 

 

Table 3.5 Fault dataset description for the standard IEEE 9 Bus system. 

ATTRIBUTES Cases 

Fault Types 5 (SLG, DLG, LL, LLLG and LLL) 

Fault Scenarios 
11 (R-G, Y-G, B-G, R-Y-G, Y-B-G, R-B-G, R-Y, Y-B, R-B, R-

Y-B-G, R-Y-B) 

Faulted Lines 6 (Lines 7-8, 8-9, 7-5, 5-4, 4-6, 6-9) 

Fault Locations Each line is divided into ten equal sections 

Fault Inception 

Angle 
0°, 30°, 60° 

Fault Resistances 5, 10, 20, 50, 100, 700, 4500, 8000Ω 

 

3.9 RES Integrated IEEE 9 Bus System Fault Dataset Generation 

Solar PV plants of 10, 20, and 30MW ratings were simulated on MATLAB individually to 

get power generation from these plants under varying temperatures and irradiance values. 

The power generation obtained from these solar plants has been tabulated in Table 3.4. Later, 

solar PV plants of varying sizes were integrated at Bus 7 and 5. The integrated solar PV plant 

has been modeled considering standard temperature and irradiance variation throughout the 

day and year [227]. The key features influencing solar plants’ power output are solar 

irradiance, operating temperature, tilt angle, and load matching for maximum power. Among 

these, temperature and solar irradiance majorly influence power generation. The power 

output at lower temperatures is higher, while efficiency drops considerably at very high 

temperatures; therefore, electrical load adjustment and excess heat removal are needed for 

optimum power generation. The power output from PV plants has an almost direct linear 

relationship with solar irradiance [228]. Table 3.6 enlists the range of fault attributes for 

which the fault dataset for the RES integrated IEEE 9 Bus system has been generated. 
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Table 3.6 Fault dataset description for the RES integrated IEEE 9 Bus system. 

ATTRIBUTES Cases 

Fault Types 5 (SLG, DLG, LL, LLLG and LLL) 

Fault Scenarios 11 (R-G, Y-G, B-G, R-Y-G, Y-B-G, R-B-G, R-Y, Y-B, R-B, R-

Y-B-G, R-Y-B) 

Faulted Lines 4 (Bus 7-8, 8-9, 7-5, 4-5) 

Fault Locations Each line is divided into five equal sections 

Fault Inception 

Angle 

0° 

Fault Resistances 10, 50, 700, 8000Ω 

RES Locations Bus 7 and Bus 5 

RES Sizes / Cases Six combinations 

Case-1: B7-10MW,  

Case-2: B7-10MW and B5-10MW,  

Case-3: B7-20MW and B5-10MW, 

Case-4: B7-20MW and B5-20MW,  

Case-5: B7-30MW and B5-20MW,  

Case-6: B7-30MW and B5-30MW 

Irradiance 1000W/m2, 600W/m2, 300W/m2, 100W/m2 

Temperature 50°, 35°, 25°C 

 

For fault data generation with RES integration, the RES is firstly placed on Bus 7 and 

then on Bus 5 in six different combinations, i.e., Bus 7-10MW, Bus 7-10MW and Bus 5-

10MW, Bus 7-20MW and Bus 5-10MW, Bus 7-20MW and Bus 5-20MW, Bus 7-30MW, 

and Bus 5-20MW, and lastly Bus 7-30MW and Bus 5-30MW. Fault data has been generated 

considering one case or size combination at a time. The selection of buses for RES placement 

has been made according to the optimal placement study of RES on the IEEE 9 Bus system 

[10].  

In the case of the RES integrated system, fault data has been generated for faults on Lines 

4-5, 7-8, 7-5, and 8-9. Among them, lines 4-5, 7-8, and 7-5 are directly connected to the RES 

integrated bus. Meanwhile, the other three lines, Lines 8-9, 4-6, and 9-6, are not connected 

to RES. Therefore, we have taken Line 8-9 among the lines not directly connected to the 

RES integrated bus, as the remaining lines will be affected similarly. Figure 3.5 presents the 
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steps followed in fault data generation for both the standard IEEE 9 Bus system and the solar 

PV plant-based RES integrated system. It also details the number of fault data samples 

generated for the study. 

 

 

Figure 3.5 Block diagram outlining the procedural steps for fault data generation and fault 

database formation. 

 

3.10 Chapter Summary 

This chapter provides details about the IEEE 9 Bus system transmission line per unit 

parameters, loads, generators, and transformers rating datasheet. Various formulas and 
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detailed steps for calculating transmission line per kilometer resistance, inductance, and 

capacitance have also been summarized. Further, the complete design and modeling of each 

component of 10MW size solar PV plants have been discussed in detail. The modeled solar 

PV plant's integration into the IEEE 9 Bus system has been discussed with consideration of 

its optimal size and placement aspects. Lastly, various fault attributes that affect fault 

characteristics have been discussed. The steps involved in simulating the IEEE 9 Bus system 

model on MATLAB have been illustrated using the calculated line parameters. Moreover, 

fault database formation comprising the fault dataset of the IEEE 9 Bus system and the RES 

integrated IEEE 9 Bus system has been summarized in this chapter. 
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Chapter 4 PERFORMANCE ANALYSIS OF MACHINE LEARNING 

MODELS FOR TRANSMISSION LINE FAULT CLASSIFICATION AND 

LOCALIZATION 

 

4.1 Introduction 

This chapter examines the performance of various machine learning (ML) algorithms in 

classifying and localizing transmission line faults of the IEEE 9 Bus system. While many of 

the models examined in this chapter have already been employed for power system fault 

diagnosis in the literature, this chapter also introduces some previously unexplored models 

for power system fault diagnosis. Further, a comparative analysis of models' performance 

with and without dimensionality reduction has also been presented, which demonstrated the 

model’s ability to deal with high dimensional datasets. The comparative study demonstrated 

the efficacy of ML models for power system fault classification and localization. 

The conventional fault diagnosis techniques rely on power system data obtained at 

Supervisory Control and Data Acquisition (SCADA) and Wide Area Monitoring Systems 

(WAMs). They use traditional impedance-based techniques for fault localization. However, 

these methods are characterized as tedious, complex, time-consuming, and computationally 

intensive, and they require mathematical modeling and domain proficiency. Another 

conventional method for fault localization is traveling wave-based techniques, which utilize 

transient information during fault occurrences. However, this approach is costly as it 

necessitates costly instruments to capture high-precision transient information for accurate 

fault localization. While impedance-based and traveling wave-based methods perform well, 

however, any changes in system configuration can affect their accuracy. Therefore, there is 
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a growing need for intelligent paradigms to enable early fault identification and localization 

without relying on mathematical modeling and domain expertise. 

As a solution, artificial intelligence (AI) and ML techniques are being investigated for 

diagnosing power system faults, offering potential suitability to real power systems. ML 

leverages past power system pre- and post-fault data to train models for automated fault 

identification and localization, facilitating self-healing systems. Trained models can make 

quick and accurate decisions without human intervention and possess adaptive capabilities 

to accommodate variations [6]. Rapid fault localization also aids maintenance operators in 

performing timely maintenance to restore normal power system operation. Successful fault 

detection and localization not only ensure faster line restoration and power supply continuity 

but also yield monetary benefits by preventing revenue loss due to electricity supply 

interruptions and conserving resources typically expended in manual fault location searches 

[6]. 

While numerous studies have reported fault classification and detection works with 

outstanding performances on power system networks, fewer studies on fault localization 

using ML regression exist in the literature. Power system fault data, consisting of line 

currents and voltages measured at different buses or network nodes, exhibits some degree of 

correlation despite variations in fault attributes. Bayesian Ridge regression has been 

identified as an ideal technique for datasets with multicollinearity, prompting its proposal 

and comparison with the Extra Tree (ET) regressor and other potential ML regression models 

for the localization of transmission network faults in this chapter [216]. Although XGBoost 

is a newer and more advanced ML ensemble technique, Bayesian Ridge regression and ET 

have been utilized in other fields, yet they remain unexplored for power system fault 
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localization. Additionally, the outstanding performance of Random Forest (RF) in power 

system fault classification has motivated further exploration into other potential ensemble 

techniques, such as ET and XGBoost, which have not been extensively applied in power 

system fault diagnosis. XGBoost, in particular, has been noted for its rapid ensemble 

technique due to multithreading parallel computing [212]. Compared with RF, ET has been 

found to perform equally well and has lesser complexity [210]. 

 

4.2 Proposed Study 

Power system fault diagnosis involves three functional steps, i.e., fault detection, 

classification, and localization.  

Fault Detection: Prompt recognition of fault occurrence. 

Fault Classification: Identification of the type of fault out of the five possible fault types, 

i.e., SLG, DLG, LL, LLL, and LLLG, and the involved faulty transmission line phases. 

Fault Localization: Finding the accurate location of the fault on the identified faulty 

transmission line. 

Since relays and circuit breakers are already installed at several points in the transmission 

network, they quickly detect faults and immediately isolate the faulty line from the remaining 

network. Various ML-based fault detection works are available in the literature. Thus, fault 

detection using ML algorithms has not been covered in this dissertation work. Once the fault 

has occurred and the transmission line is out of operation, it is challenging for the electricity 

maintenance operators to quickly identify the type of fault and locate the fault for quick 

maintenance and restoration of the faulty line. Thus, this dissertation mainly focuses on fault 



152 
 

classification and localization. Identification of fault types is a must for impedance-based 

fault localization methods. The schematic diagram of the proposed study has been illustrated 

using Figure 4.1.  

 

 
Figure 4.1 Schematic diagram of the proposed study. 

 

The proposed study uses standard IEEE 9 bus system fault data representing 

conventional power systems. The conventional power system fault data has been used for 
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training and testing several ML classification and regression models for fault classification 

and localization. Thus, the objective of this chapter is to analyze and compare the fault 

classification performance of XGBoost and Extra Tree with the potential ML classification 

models used in the literature for conventional power system fault classification. Also, to 

analyze and compare the localization performance of Extra Tree and Bayesian Ridge 

regression with potential ML regression models for location estimation of faults on 

transmission lines of conventional power systems. 

 

4.3 Dataset Description 

The IEEE 9 Bus system has been simulated on MATLAB Simulink environment, and 

various faults were simulated to generate fault data. The schematic single-line diagram of 

the IEEE 9 Bus system has been presented in Figure 4.2. A total of 15840 fault data samples 

were generated for the IEEE 9 Bus system, which has been referred to as a conventional 

power system. Among all datasets, SLG, DLG, and LL each have 4320 samples, while 

LLLG and LLL have 1440 samples each. Similarly, the fault data for each line is 2640 

samples. Thus, during fault classification, the fault data has been split into 80% for training, 

i.e., 12672 samples, and the remaining 20% for testing, i.e., 3168 samples. However, during 

the fault localization process, we split each line's fault data into 80% training and 20% 

testing, with 2112 training samples and 528 testing samples. Thus, the training and testing 

of the ML classification models for fault classification and ML regression models for fault 

localization have been done using the above-mentioned data split. The fault data incorporates 

a wide range of fault resistance; thus, models are trained and tested for both high and low-
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impedance faults. Therefore, the models exhibiting good performance demonstrate their 

efficacy in handling high-impedance faults. 

 

Figure 4.2 Schematic diagram of the IEEE 9 Bus System. 

 

4.4 Conventional Power System Fault Classification 

The standard IEEE 9 bus fault data represents a conventional power system. Since the 

conventional power system has been operational for a significant period, ample fault data 

representing all fault-type signatures are available for training. Several machine learning 

classifiers have been tested for their fault classification performance and have been reported 

in this section. The considered ML classifiers are trained and tested using the conventional 

power system / IEEE 9 Bus system fault database for their comparative fault classification 

performances. The steps followed for fault classification have been illustrated using Figure 

4.3. Also, the effect of dimensionality reduction using principal component analysis, kernel 
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principal component analysis, and linear discriminant analysis has been shown in this 

section.  

 

 
Figure 4.3 Block diagram of the steps followed for fault classification and localization. 

 

4.4.1 Fault classification 

The ML models such as SVM, DT, RF, AdaBoost, ET, LR, Ridge, Gaussian Naïve Bayesian 

(GNB), KNN, Bagging, XGBoost, and multilayer perceptron (MLP) are trained for 

transmission line fault classification using voltage and current instantaneous values of one 

pre-fault and two post fault data. The values of hyperparameters taken while training them 

have been listed in Table 4.1. The ML models were trained and tested on the Jupyter 

Notebook platform, employing the Sklearn library [229]. The models used in the present 

study were tuned to give the best performance, for which a wide range of hyperparameter 

values were systematically investigated to achieve optimal outcomes across all models 

presented in the chapter. The nomenclature of model parameters shown in Table 4.1 is 
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explained in the documentation of the scikit-learn application programming interface (API) 

[229]. 

 

Table 4.1 Parameters used for training the ML classifiers. 
 ML Models Parameters 
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SVM 

kernel = rbf 

decision_function_shape = ovr 

gamma = scale 

C = 20 

DT 
criterion = gini 

max_features = n_features 

RF 

n_estimators = 110, 

criterion = gini 

max_features = sqrt 

AdaBoost 

n_estimator = 70 

learning_rate = 1.0 

algorithm = SAMME.R 

ET 

n_estimators = 120 

criterion = gini 

max_features = sqrt 

LR 

penalty = l2 

C = 3.0 

solver = lbfgs 

max_iter = 300 

Ridge 
alpha = 5.0 

solver = auto 

Gaussian NB priors = none 

KNN 
n_neighbors = 5 

metric = minkowski 

Bagging n_estimators = 120 

XGBoost 

base_score = 0.5 

booster = gbtree 

learning rate = 0.3 

MLP 

hidden_layer_sizes = 100 

max_iter = 1000 

solver = adam 

activation = relu 

learning rate = constant 
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The testing accuracy and F1-score obtained for various fault types have been presented 

in Table 4.2. Additionally, Figure 4.4 presents the percentage testing accuracy for fault 

classification using bar plots. Ensemble methods such as ET, Bagging, RF, and XGBoost 

performed very well, except for AdaBoost. The classification accuracy of the RF, ET, 

Bagging, and XG algorithms is 100% for conventional power systems, as sufficient fault 

data is available. DT demonstrated strong performance overall, except for showing 

misclassification for LLL faults. Similarly, the KNN model exhibited satisfactory 

performance. However, SVM struggled to classify non-ground faults in comparison to 

ground faults. 

 

Table 4.2 Performance of ML classifiers for fault classification. 

Models Accuracy 
F1-score 

SLG 

F1-score 

DLG 

F1-score 

LL 

F1-score 

LLLG 

F1-score 

LLL 

SVM 81.47 0.80 0.95 0.66 0.93 0.65 

DT 99.87 1 1 1 1 0.99 

RF 100 1 1 1 1 1 

AdaBoost 86.74 1 0.88 0.83 1 0 

ET 100 1 1 1 1 1 

LR 94.03 0.92 0.99 0.91 1 0.98 

Ridge 96.02 0.95 0.97 0.96 0.98 0.93 

Gaussian NB 79.07 0.84 0.86 0.58 1 0.78 

KNN 98.86 1 0.99 0.99 0.96 0.96 

Bagging 100 1 1 1 1 1 

XGBoost 100 1 1 1 1 1 

MLP 85.95 0.61 0.81 0.68 1 0.74 
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Figure 4.4 Testing accuracy (%) of ML models for fault classification. 

 

4.4.2 Fault classification with dimensionality reduction 

In the analysis, various ML models, including SVM, DT, RF, AdaBoost, ET, LR, Ridge, 

GNB, KNN, Bagging, XGBoost, and MLP, were examined for classifying transmission line 

faults with dimensionality reduction techniques. Dimensionality reduction methods such as 

Principal Component Analysis (PCA), Kernel PCA, and Linear Discriminant Analysis 

(LDA) were applied. The number of components for PCA and kernel PCA were taken as 18, 

while in the case of LDA it was 4. It was observed that the accuracy of tree-based models, 

except AdaBoost, remained largely consistent, with some decrease observed in certain 

techniques. AdaBoost's accuracy notably decreased. Conversely, the accuracy of KNN, 

SVM, and MLP increased when employing dimensionality reduction techniques, as listed in 

Table 4.3 and shown in Figure 4.5. Notably, with LDA, SVM achieved an accuracy of 

99.40%, while MLP reached 100% accuracy with kernel PCA. 
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Table 4.3 Fault classification accuracy of ML models with and without dimensionality 

reduction techniques. 

Models Without DR PCA kPCA LDA 

SVM 81.47 89.84 89.99 99.40 

DT 99.87 99.53 99.75 99.15 

ET 100.00 99.97 99.97 99.62 

RF 100.00 100.00 100.00 99.49 

AdaBoost 86.74 59.22 47.73 65.03 

LR 94.03 56.57 74.08 99.27 

Ridge 96.02 61.77 62.85 97.66 

GNB 79.07 73.55 73.58 98.99 

KNN 98.86 99.46 99.46 99.72 

Bagging 100.00 99.75 99.81 99.21 

XGBoost 100.00 100.00 100.00 99.40 

MLP 85.95 96.05 100.00 99.43 

 

 

 
Figure 4.5 Testing accuracy (%) comparison between ML models for fault classification 

with and without dimensionality reduction techniques. 
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This suggests that the classification accuracy of tree-based models is unaffected by 

dimensionality reduction techniques, whereas SVM, KNN, and MLP benefit from such 

techniques, highlighting their reliance on feature engineering. 

 

4.5 Conventional Power System Fault Localization 

Several ML regressor models have been tested for their fault localization performance and 

have been reported in this section. The considered ML regressors are trained and tested using 

conventional power system / IEEE 9 Bus system fault database for their comparative fault 

localization performances. All six transmission lines of the IEEE 9 Bus system have been 

analyzed for fault localization using regression models. Each line fault data is split into 80% 

training and 20% testing; thus, training samples for each line localization analysis are 2112, 

and testing samples are 528. The steps followed for fault localization have been illustrated 

using Figure 4.3. Also, the effect of dimensionality reduction using principal component 

analysis has been shown in this section. The values of hyperparameters used for training the 

ML regressor models are listed in Table 4.4. The description of model parameters given in 

Table 4.4 is explained in the documentation of the scikit-learn application programming 

interface (API) [229]. Thus, details regarding each model’s hyperparameters can be found 

on the API documentation webpage. 
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Table 4.4 Parameters used for training the ML regressors. 

 ML Models Parameters 

R
eg

re
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n

 M
o
d

el
s 

Bagging n_estimators = 120 

RF 

n_estimators = 110 

criterion = squared error 

max_features = sqrt 

RT 
criterion = squared error 

max_features = n_features 

KNR 
n_neighbors =5 

metric = minkowski 

ETR 
n_estimators = 120 

criterion = squared error 

BRR max_iter = 300 

SVR 

kernel = rbf 

decision_function_shape = ovr 

gamma = scale 

C = 300 

 

4.5.1 Fault localization 

Similarly, several ML regression models have been evaluated for the fault localization 

performance of all six transmission lines. In this evaluation, 80% of the data for each line 

fault was allocated for training, with the remaining 20% used for testing. The obtained 

location estimation MAPE of the studied models is listed in Table 4.5 and has been presented 

in Figure 4.6. Among the studied models, Bayesian Ridge regression (BRR) demonstrated 

the best performance, while RF, Bagging, and RT performed optimally. However, KNR and 

SVR exhibited inferior performance compared to the other models. Thus, the KNR 

regression model is not suitable for power system fault localization.  
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Table 4.5 Regression models localization MAPE for the conventional power system. 

Models Bagging RF RT KNR ET BRR SVR 

Line 4-5 2.145 1.442 2.316 9.996 2.610 0.015 8.236 

Line 4-6 1.845 1.555 1.691 10.483 1.800 0.015 7.976 

Line 7-5 1.233 1.001 0.928 6.695 1.304 0.030 8.327 

Line 7-8 2.462 2.056 2.525 10.806 1.955 0.008 8.702 

Line 8-9 2.228 1.662 2.420 10.784 2.570 0.015 9.160 

Line 9-6 1.409 1.035 1.286 7.069 0.974 0.040 7.648 

 

 

 
Figure 4.6 Regression models localization MAPE for the conventional power system. 

 

The SVM performance was worse for both classification and localization, as its 

performance is highly dependent on feature selection and transformation techniques. Further 

multi-class classification is a complex process with SVM [230]. The present study utilizes 
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of other models is notably good, even without feature engineering. This indicates that RF, 

bagging, ET, and BRR performance are not dependent on feature engineering techniques. 

Thus, it can be deduced that the BRR model is the most suitable model for power system 

fault localization with sufficient data availability for training. The reason for BRR's superior 

performance is its ability to deal with multicollinearity. Multicollinearity is a statistical 

phenomenon that occurs when two or more independent variables in a regression model are 

highly correlated with each other. In other words, multicollinearity indicates a strong linear 

relationship among the predictor variables. The power system voltage and current data have 

a certain degree of relationship between them. To examine whether a certain correlation 

exists between bus voltages and currents of the power system. The correlation coefficient is 

determined by dividing the covariance by the product of the two variables' standard 

deviations.  

                                             𝐶𝑜𝑟𝑟𝑒𝑙𝑎𝑡𝑖𝑜𝑛 =  𝜌 =  
𝑐𝑜𝑣𝑎𝑟𝑖𝑎𝑛𝑐𝑒(𝑋,𝑌)

𝜎𝑋𝜎𝑌
                          …(4.1) 

The correlation coefficient has been computed for Bus 4 of the IEEE 9 Bus System when 

the power system was under normal operation. The obtained correlation coefficient is 

tabulated in Table 4.6. Any value other than 0 in the matrix shows that those variables are 

correlated. Values greater than 0 represent a positive correlation, while values lower than 0 

represent a negative correlation. The diagonal element will always remain 1, as the variable 

itself will have a 100% correlation. It can be interpreted from the table that, for normal 

operation of the power system, the bus phase voltage is 100% correlated with its phase 

current. Also, all phase voltages and phase currents are correlated with each other. Also, for 

an increase in phase voltage A, phase voltages B and C decrease in the same ratio, such that 

the sum of phase voltage coefficients remains zero. A similar relationship can be seen for 
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phase currents. Thus, significant information from phase voltage and current correlation 

coefficients can be drawn. 

 

Table 4.6 Correlation between power system bus voltage and current for normal operation. 

 Va4 Vb4 Vc4 Ia4 Ib4 Ic4 

Va4 1 -0.5 -0.5 1 -0.473 -0.527 

Vb4 -0.5 1 -0.5 -0.527 1 -0.473 

Vc4 -0.5 -0.5 1 -0.473 -0.527 1 

Ia4 1 -0.527 -0.473 1 -0.5 -0.5 

Ib4 -0.473 1 -0.527 -0.5 1 -0.5 

Ic4 -0.527 -0.473 1 -0.5 -0.5 1 

 

When a fault occurs in the power system, the faulty phase voltage drops and the current 

increases, causing the three-phase voltages and currents to disbalance. Thus, the correlation 

coefficient between the bus voltage and current has changed, which has been presented in 

Table 4.7 for the phase A SLG fault. The bus 4 correlation coefficient between phase A 

voltage and current has changed from 1 to 0.381, while between phase B voltage and current 

has changed from 1 to 0.993; similarly, phase C voltage and current have changed from 1 to 

0.997. Likewise, the correlation coefficient between other phase voltages and currents has 

also changed. However, due to the occurrence of the SLG fault, the system becomes 

unbalanced, and thus the sum of the correlation coefficients of phase voltages and currents 

is not 0. Although the correlation coefficient has changed significantly, there is still a certain 

level of correlation that exists between phase voltages and currents post-fault. Thus, 

multicollinearity exists in power system data; therefore, BRR can be used for power system 
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fault localization. The correlation coefficient between the voltages and currents has been 

computed using Pearson’s correlation test. 

 

Table 4.7 Correlation between power system bus voltage and current for phase A SLG 

fault at Line 4-5. 

 Va4 Vb4 Vc4 Ia4 Ib4 Ic4 

Va4 1 -0.89 0.404 0.381 -0.91 0.223 

Vb4 -0.89 1 -0.61 -0.19 0.993 -0.45 

Vc4 0.404 -0.61 1 -0.65 -0.58 0.977 

Ia4 0.381 -0.19 -0.65 1 -0.24 -0.79 

Ib4 -0.91 0.993 -0.58 -0.24 1 -0.41 

Ic4 0.223 -0.45 0.977 -0.79 -0.41 1 

 

4.5.2 Fault localization with dimensionality reduction 

In our investigation into the efficacy of various ML regression models such as Bagging, RF, 

RT, ET, KNR, SVR, and BRR for identifying faults in transmission lines, we observed a 

notable decline in localization performance when employing dimensionality reduction 

techniques such as Principal Component Analysis (PCA), Kernel PCA, and Linear 

Discriminant Analysis (LDA). 

Across all six transmission lines tested, the mean absolute percentage error (MAPE) for 

fault localization exhibited a significant increase with the application of dimensionality 

reduction techniques. For instance, the MAPE for bagging without dimensionality reduction 

(referred to as NODR) ranged from 1.2 to 2.5. However, with PCA (36 components), the 

MAPE ranged between 3 and 33, and with PCA (108 components), it ranged from 4 to 31.6. 

Similar trends were observed for other regression models such as RF, RT, ET, KNR, SVR, 

and BRR. For example, RF exhibited a MAPE ranging from 1 to 2.1 without dimensionality 
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reduction, whereas with PCA (36 components), it ranged from 3.6 to 33, indicating a 

substantial increase in error rates. This pattern persisted across different dimensionality 

reduction techniques and the various numbers of components tested. Even the top-

performing model, BRR, experienced a significant degradation in performance with 

dimensionality reduction. While BRR achieved MAPE values ranging from 0.008 to 0.04 

without dimensionality reduction, these values increased drastically with PCA and kernel 

PCA, reaching up to 39.4 for PCA (108 components). 

Despite testing a wide range of component numbers for PCA and kernel PCA, the 

observed degradation in performance remained consistent. Therefore, we only present 

results for PCA (36 and 108 components) and kernel PCA (36 and 108 components) in this 

study. In summary, our findings suggest that the utilization of dimensionality reduction 

techniques adversely impacts the fault localization performance of machine learning 

regression models. Detailed line-wise results of fault localization performance with and 

without dimensionality reduction are tabulated and presented in this subsection. 

Table 4.8 presents the fault localization performance for Line 4-5 both without 

dimensionality reduction (NODR) and with dimensionality reduction techniques including 

PCA36, PCA108, kPCA36, and kPCA108. The corresponding visual representation of these 

results can be found in Figure 4.7, utilizing a column chart format. The findings from the 

table and corresponding figure indicate a consistent trend: the mean absolute percentage 

error (MAPE) is minimal when the models operate without dimensionality reduction 

(NODR). However, upon employing dimensionality reduction techniques, there is a 

significant increase in MAPE across all models.  
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Table 4.8 Line 4-5 fault localization performance of ML models with and without 

dimensionality reduction techniques. 

Regressor NODR KPCA 36 KPCA 108 PCA 36 PCA 108 

Bagging 2.145 30.71 29.38 29.40 28.84 

RF 1.442 30.21 29.58 28.86 28.64 

RT 2.316 31.39 31.03 30.49 32.35 

KNR 9.996 28.67 28.99 26.42 26.24 

ET 2.610 35.66 32.59 32.92 32.31 

BRR 0.0154 32.58 43.15 27.98 38.32 

SVR 8.236 25.20 25.19 25.42 25.42 

 

 

 
Figure 4.7 Line 4-5 fault localization performance comparison of ML models with and 

without dimensionality reduction techniques. 

 

Even BRR for line 4-5, which initially demonstrated superior performance in fault 

localization with a notably low MAPE of 0.015, experienced a substantial rise in error rates 

when utilizing dimensionality reduction. For instance, MAPE surged to 32.5 for kPCA with 

36 components, 32.58 with 108 components, 28 for PCA with 36 components, and 38.3 with 

108 components. This highlights the detrimental impact of dimensionality reduction 

techniques on fault localization performance, even for the most proficient model. 
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Table 4.9 Line 4-6 fault localization performance of ML models with and without 

dimensionality reduction techniques. 

Regressor NODR KPCA 36 KPCA 108 PCA 36 PCA 108 

Bagging 1.845 32.16 30.77 28.41 28.09 

RF 1.555 32.09 31.07 28.85 28.08 

RT 1.691 34.49 34.51 31.52 29.05 

KNR 10.483 28.44 28.26 26.74 26.86 

ET 1.800 33.40 33.65 31.51 33.27 

BRR 0.015 29.47 34.72 29.56 31.12 

SVR 7.976 25.07 25.07 24.86 24.86 

 

 
Figure 4.8 Line 4-6 fault localization performance comparison of ML models with and 

without dimensionality reduction techniques. 

 

Similarly, for Line 4-6, BRR demonstrated superior performance for NODR with a 

notably low MAPE of 0.015; however, when utilizing dimensionality reduction techniques, 
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5, Line 7-8, Line 8-9, and Line 9-6, as tabulated in Tables 4.10, 4.11, 4.12, and 4.13 and 

represented in Figures 4.9, 4.10, 4.11, and 4.12, respectively.  

 

Table 4.10 Line 7-5 fault localization performance of ML models with and without 

dimensionality reduction techniques. 

Regressor NODR KPCA 36 KPCA 108 PCA 36 PCA 108 

Bagging 1.233 13.06 14.17 13.40 14.12 

RF 1.001 13.12 13.80 13.28 14.08 

RT 0.928 15.29 17.39 15.41 17.15 

KNR 6.695 23.75 23.56 24.57 24.46 

ET 1.304 19.05 19.52 16.44 20.77 

BRR 0.030 19.08 34.29 16.25 30.23 

SVR 8.327 25.02 25.04 25.10 25.11 

 

 

 

 

 
Figure 4.9 Line 7-5 fault localization performance comparison of ML models with and 

without dimensionality reduction techniques. 
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Table 4.11 Line 7-8 fault localization performance of ML models with and without 

dimensionality reduction techniques. 

Regressor NODR KPCA 36 KPCA 108 PCA 36 PCA 108 

Bagging 2.462 32.20 31.40 30.77 30.69 

RF 2.056 32.27 30.83 30.35 29.60 

RT 2.525 34.66 33.50 34.42 32.11 

KNR 10.806 28.49 28.44 29.06 28.95 

ET 1.955 35.03 32.32 32.50 33.62 

BRR 0.008 32.96 37.43 36.61 39.41 

SVR 8.702 24.68 24.67 24.74 24.74 

 

 

 

 
Figure 4.10 Line 7-8 fault localization performance comparison of ML models with and 

without dimensionality reduction technique. 
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Table 4.12 Line 8-9 fault localization performance of ML models with and without 

dimensionality reduction techniques. 

Regressor NODR KPCA 36 KPCA 108 PCA 36 PCA 108 

Bagging 2.229 32.03 31.52 32.34 31.61 

RF 1.662 31.32 30.68 32.37 32.03 

RT 2.420 35.12 34.33 33.80 32.87 

KNR 10.784 30.34 30.44 28.81 29.06 

ET 2.570 35.29 35.66 34.44 34.35 

BRR 0.015 31.95 46.71 37.06 34.99 

SVR 9.16 25.92 25.91 25.99 25.99 

 

 

 

 
Figure 4.11 Line 8-9 fault localization performance comparison of ML models with and 

without dimensionality reduction techniques. 
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Table 4.13 Line 9-6 fault localization performance of ML models with and without 

dimensionality reduction techniques. 

Regressor NODR KPCA 36 KPCA 108 PCA 36 PCA 108 

Bagging 1.409 14.21 13.76 13.83 13.96 

RF 1.035 13.76 13.37 13.63 13.39 

RT 1.286 15.05 15.18 14.90 14.11 

KNR 7.069 17.03 17.02 17.04 17.00 

ET 0.974 14.81 15.12 14.32 15.64 

BRR 0.041 13.93 10.50 11.80 18.98 

SVR 7.648 22.84 22.84 23.05 19.05 

 

 

 
Figure 4.12 Line 9-6 fault localization performance comparison of ML models with and 

without dimensionality reduction techniques. 
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networks can be achieved using voltage and current measurements of transmission line 

buses. The test conducted for conventional power system fault classification without 

dimensionality reduction revealed that the RF, ET, Bagging, and XGBoost models achieved 

100% accuracy. The KNN classifier demonstrated satisfactory performance. Additionally, 

BRR emerged as a superior model for fault localization compared to Bagging, RF, RT, ET, 

and SVR regression models. However, KNN computes the average of target values in 

regression tasks. Consequently, its performance suffers in localization tasks. The 

performance of SVM was unsatisfactory in terms of both classification and localization. The 

inadequate performance of SVM in both classification and localization can be mainly 

ascribed to its extensive dependence on feature selection and transformation techniques, 

while multi-class classification introduces further challenges. 

Upon further exploration of fault classification with dimensionality reduction, it was 

observed that SVM performance exhibited significant improvement. KNN performance also 

showed a slight enhancement with dimensionality reduction. However, the accuracy of DT 

and ensemble methods such as RF, ET, XGBoost, and Bagging remained almost the same 

with dimensionality reduction, maintaining a consistent 100% accuracy rate. Conversely, 

AdaBoost accuracy experienced a notable decline with dimensionality reduction. Moreover, 

all models' performance for fault localization severely deteriorated with dimensionality 

reduction. The substantial increase in mean absolute percentage error (MAPE) suggests that 

dimensionality reduction techniques like PCA and kPCA are unsuitable for transmission line 

fault localization. 
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4.7 Chapter Summary 

This chapter extensively tested various baseline and potential models for classifying and 

localizing conventional transmission network faults. The findings suggest that machine 

learning (ML) models excel in power system fault classification and localization, given 

sufficient data availability. Consequently, this study affirms the feasibility of ML-based 

automatic fault diagnosis for transmission networks using voltage and current measurements 

at transmission line buses. 

The tests demonstrated nearly perfect accuracy, approximately 100%, for conventional 

power system fault classification utilizing DT, RF, ET, Bagging, and XGBoost models. 

Notably, XGBoost showcased superior performance attributed to its faster execution with 

multithreading parallel computing capabilities, rendering it suitable for transmission line 

fault diagnosis without requiring data normalization for data from phasor measurement units 

(PMUs) or fault data loggers. Moreover, Bayesian Ridge Regression (BRR) emerged as the 

superior model for fault localization compared to bagging, RF, RT, ET, and SVR models. 

These results underscore the potential of ML techniques for enhancing fault diagnosis 

efficiency in power systems, paving the way for more reliable and automated fault detection 

and localization methodologies. Further, the models have also been explored for 

classification and localization performance with dimensionality reduction. The investigation 

reveals that SVM, MLP, and KNN performances improved with dimensionality reduction. 

However, ensemble methods are capable of dealing with high dimensional data effectively 

without requiring dimensionality reduction. Moreover, fault localization performance 

degrades significantly with dimensionality reduction techniques. 
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Chapter 5 PERFORMANCE AND ADAPTABILITY ANALYSIS OF 

MACHINE LEARNING MODELS FOR TRANSMISSION NETWORK 

FAULT CLASSIFICATION AND LOCALIZATION WITH RES 

INTEGRATIONS  

 

5.1 Introduction 

The integration of solar and wind energy-based electrical power plants into transmission and 

distribution networks has been driven by the scarcity of conventional energy resources and 

their adverse environmental impacts [231]. These renewable energy plants/units can vary 

widely in capacity, ranging from small-scale units in kilowatts to large-scale installations in 

megawatts. Typically, large-scale renewable energy generating units are integrated into the 

transmission level, while smaller-scale units are connected to distribution networks. Over 

the past decades, numerous large-scale renewable energy sources (RES) have been 

integrated into grids worldwide [9], with many more expected to follow. This integration 

reduces reliance on conventional coal-based power plants, thereby reducing greenhouse gas 

emissions [232]–[234]. While RES-based power plants offer environmental benefits, their 

integration presents challenges to grid operations. The complexity of power systems 

increases with RES integration, heightening system vulnerability [234]. Ensuring stability 

and effective power management in RES integrated power networks, balancing supply and 

demand, and setting protection devices appropriately becomes particularly challenging. 

Although power flow in transmission lines is typically unidirectional, integrating RES at 

different locations introduces tapping points and enables bi-directional power flow in the 

lines [21]. Additionally, RES can feed fault currents during faults, which results in increased 
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fault currents in lines [18]. Consequently, the signature of a fault occurring at a location will 

change with the inclusion of a new RES unit, even if the fault attributes remain the same.   

Therefore, this chapter aims to analyze a power system in which the system topology has 

changed due to the integration of RES of varying sizes, and fault data for the altered system 

is unavailable for ML-based transmission line fault classification and localization. Thus, an 

investigation has been conducted to test whether ML models trained with conventional 

power system fault data will continue to accurately identify fault types and estimate fault 

locations after RES integrations. Further, an adaptability analysis of the considered ML 

models for power system fault diagnosis post RES integrations has also been conducted. In 

adaptability analysis ML models are evaluated for their learning ability by incrementally 

training them with a growing amount of fault data from RES integrated systems over time, 

in conjunction with conventional power system fault data. This analysis will assist in 

selecting appropriate ML models based on their learning capabilities for the changed system 

topology under the practical condition of minimal fault data availability over time. The main 

objectives and contributions of the research work presented in this chapter are as follows: 

1) To analyze and compare the impact of new RES integration on transmission line fault 

classification and localization performance of various ML models. 

2) Analyzing and comparing the adaptability performance of the ML models for 

classification and localization of faults after RES integration, considering real-world 

power system scenarios of fault data availability over time. 

3) To propose ML models capable of rapid learning with minimal samples of new fault 

data post RES integrations for diagnosing faults in transmission lines by analyzing the 

learning trends of the studied models. 
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To achieve these objectives, fault data has been generated using the standard IEEE 9 Bus 

transmission network for different power system topologies, i.e., conventional power 

systems and RES integrated systems of various sizes as six different integration cases. 

Following on, the proposed analyses have been performed under two practical power system 

scenarios. Firstly, the ML-based fault classification and localization performance have been 

analyzed for new RES integration when fault data for RES integrated system is unavailable 

for training, and the performance has been compared with that obtained for conventional 

power systems presented in the previous chapter. The analysis has been termed impact 

analysis of new RES integration on ML models. Secondly, the adaptability analysis of ML 

models to the gradual availability of fault data over time post RES integration has been 

analyzed. 

 

5.2 Background  

Limited work has been reported in the literature for ML-based power system fault diagnosis 

with RES integration. A wind energy-based RES integrated IEEE 9 Bus system fault 

detection and classification using NN and SVM is presented in [64]. Researchers have 

presented Support Vector Data Description-based faulty region identification for distributed 

energy resources (DER) integrated network [65] and SLG fault detection for varying levels 

of DER penetrations in distribution networks [16]. A fault classification study has also been 

conducted for distribution networks with two distributed generation (DG) units using a 

convolutional neural network (CNN) [17]. A faulty line identification approach for a RES 

integrated system utilizing a deep learning framework with CNN layers for feature extraction 

from voltage and current waveforms has been proposed in [63]. A fault classification and 
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localization in a five bus test system of 11kV medium voltage distribution line with two DGs 

using linear SVM, KNN, and Bagging for fault classification and GPR, RT, SVR, and linear 

regression for fault localization have been presented in [66]. A study on the identification of 

a SLG fault phase and faulty segment using ANN, SVM, Bagging, and AdaBoost utilizing 

the IEEE 13 Bus test system, incorporating two DGs of 1800kVA and 2600kVA has been 

presented in [67].  

Based on the literature survey presented in this dissertation, it can be deduced that ML-

based fault classifiers perform satisfactorily for conventional power system networks [6]. 

However, the performance of these classification schemes has not been sufficiently tested 

with RES integrated power systems. Furthermore, studies have yet to explore how the 

integration of a new RES into a conventional power network impacts the performance of 

these ML classifiers. Therefore, given the growing trend of RES integration into 

transmission networks [231], there is a pressing need for performance analysis of potential 

ML models post RES integration before their implementation in actual power systems. 

Additionally, it is noted that most fault localization schemes are aimed at identifying faulty 

lines or sections of transmission and distribution networks using classification approaches 

[44], [62]. However, pinpointing the exact fault location on a line using ML regressors holds 

greater value for expedited maintenance of transmission networks. Notably, there is no 

existing literature on identifying the precise fault location on transmission lines in RES 

integrated transmission systems using either ML-based classification or regression 

techniques. Moreover, the wide variability in power generation from RES plants due to 

weather conditions, particularly temperature and irradiance fluctuations throughout the day 

and year, directly impacts the power output from solar PV-based RES [78]. Consequently, 
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the power fed into the grid fluctuates, leading to variations in fault current levels [13]. 

Therefore, it is imperative to consider temperature and irradiance variations while analyzing 

solar PV-based RES integrated transmission networks [79]. Nevertheless, existing literature 

on ML-based power system fault diagnosis overlooks these critical issues. 

The integration of RES into an existing transmission network can significantly change 

the power system topology and fault characteristics, depending on the size of the added RES 

unit [21]. Large fluctuations in power generation from RES can result in substantial 

deviations of fault currents from their normal values [13], potentially leading to higher 

misclassification rates of ML models and significant errors in fault location estimation. 

However, to date, no reported study in the literature examines the impact of new RES 

integration on the performance of ML models for transmission line fault diagnosis. 

Therefore, further research is needed to investigate how ML models utilized for fault 

diagnosis in power systems are affected by the integration of new RES of diverse sizes. 

Additionally, the literature review suggests that only limited studies are available on ML-

based fault diagnosis of RES integrated power systems. Furthermore, these studies assumed 

that RES had been integrated long ago and that sufficient fault data representing diverse fault 

variations was available for training ML models. However, this is not true when a new RES 

is integrated into a real-world power network. Transmission line faults statistically occur 

infrequently in real-world power systems [77]. Gathering diverse fault data, including 

various fault locations, types, and attributes, typically requires several years. Therefore, there 

is a very low probability of different types of faults occurring with significant variations in 

fault attributes shortly after RES integration. Hence, it is crucial to analyze the performance 

of ML models while considering these practical issues to ensure uninterrupted power transfer 
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through lines, meeting current and future needs of power system protection and maintenance 

[21]. 

 

5.3 Research Methodology 

To assess the fault classification and localization performance of potential ML models on 

new RES integration, this chapter proposes to analyze two practical scenarios arising from 

new RES integration: 1) when no-fault data is available for the changed system, and 2) when 

the changed system’s fault data is available over time. The proposed impact testing of new 

RES integration on ML models and adaptability testing of potential ML models to fault data 

availability post RES integration have been carried out by optimally integrating RES of 

different sizes into the ‘IEEE 9-Bus System’. The schematic diagram of the RES integrated 

IEEE 9 Bus system at optimal bus locations, i.e., Bus-7 and Bus-5, has been shown in Figure 

5.1. 

The main objective of the impact analysis is to evaluate the performance of previously 

trained ML models post RES integration. This analysis investigates whether ML models 

trained with conventional power system fault data will continue to accurately identify fault 

types and estimate fault locations after RES integrations. Solar PV plants of three different 

MW ratings have been integrated into the IEEE 9 Bus system at two optimal bus locations. 

Similar to conventional power systems, fault data for all six RES integration cases has been 

separately generated using MATLAB Simulink, considering temperature and irradiance 

effects. The performance of previously trained ML models is then assessed on fault samples 

from RES integrated systems. To present the impact of RES integration on ML models’ 
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performance, the results of different sizes of RES integration have been shown in 

comparison to the results obtained in the previous chapter for conventional power system. 

 

 

Figure 5.1 RES integrated IEEE 9 Bus system schematic diagram. 

 

In adaptability testing, ML models are evaluated for their learning ability by 

incrementally training them with a growing amount of fault data from RES integrated 

systems over time, in conjunction with conventional power system fault data. The primary 

objective of adaptability analysis is to understand the learning trend of the studied ML 

models. Thus, in this analysis, training each ML model commences by incorporating 0.25% 

of new fault data samples from the RES integrated fault database, with this percentage 

subsequently increasing to 0.5%, 1%, 2%, and so forth until the model's performance 

matches that observed for the conventional power system.  
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Figure 5.2 Schematic diagram of the methodology adopted for the proposed study. 
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This analysis can reveal the fastest learning classification and localization models 

suitable for dynamically changing transmission networks due to ongoing RES integrations. 

The model exhibiting the highest classification accuracy with the minimum requirement of 

new training data is deemed the most adaptable classifier. Similarly, the regression model 

demonstrating the lowest mean absolute percentage error (MAPE) with the least new 

training data is regarded as the most adaptable regression model for fault localization. Figure 

5.2 gives a schematic diagram of the methodology adopted for the proposed impact and 

adaptability analysis of ML based fault classification and localization on new RES 

integration.  

 

5.4 Dataset Description 

To investigate the impact of RES integration on ML models' performance and investigate 

the adaptability of ML models to fault data availability post RES integration for power 

system fault classification and localization, the RES integration for six different 

combinations has been considered. Table 5.1 describes the training and testing dataset for 

impact and adaptability analysis. 

The RES integration of six different sizes, i.e., 10, 20, 30, 40, 50, and 60 MW, has been 

considered in the presented study. The placement of these RES in the IEEE 9 Bus system is 

as follows: Bus 7-10MW; Bus 7-10MW and Bus 5-10MW; Bus 7-20MW and Bus 5-10MW; 

Bus 7-20MW and Bus 5-20MW; Bus 7-30MW and Bus 5-20MW; and lastly, Bus 7-30MW 

and Bus 5-30MW. Fault data has been generated considering one case or size combination 

at a time. 
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Table 5.1 Data description for training and testing of ML models. 

Analysis Train and Test Dataset (Power system fault data) 

Impact 

Analysis on 

New RES 

Integration 

Training – Fault data without RES integration 

Testing –Fault data with RES Integration of various sizes at: 

Case 1 Testing – 10MW at Bus 7   

Case 2 Testing – 10MW at Bus 7 and 10MW at Bus 5 

Case 3 Testing – 20MW at Bus 7 and 10MW at Bus 5 

Case 4 Testing – 20MW at Bus 7 and 20MW at Bus 5 

Case 5 Testing – 30MW at Bus 7 and 20MW at Bus 5 

Case 6 Testing – 30MW at Bus 7 and 30MW at Bus 5 

Adaptability 

Analysis Post 

RES 

Integration 

Case 1: 

Training –Fault data without RES integration + Available fault data 

after 10MW RES integrated on Bus 7 

Testing –Fault data after RES integration (10MW on Bus 7) 

Case 2: 

Training – Fault data without RES integration + Available fault data 

after integrating RES (10MW on Bus 7 & 10MW on Bus 5) 

Testing –Fault data after RES integration (10MW on Bus 7 and 10MW 

on Bus 5) 

Case 3: 

Training – Fault data without RES integration + Available fault data 

after integrating RES (20MW on Bus 7 & 10MW on Bus 5)   

Testing –Fault data after RES integration (20MW on Bus 7 and 10MW 

on Bus 5)   

Case 4: 

Training – Fault data without RES integration + Available fault data 

after integrating RES (20MW on Bus 7 & 20MW on Bus 5)   

Testing –Fault data after RES integration (20MW on Bus 7 and 20MW 

on Bus 5)   

Case 5: 

Training – Fault data without RES integration + Available fault data 

after integrating RES (30MW on Bus 7 & 20MW on Bus 5)   

Testing –Fault data after RES integration (30MW on Bus 7 and 20MW 

on Bus 5)   

Case 6: 

Training – Fault data without RES integration + Available fault data 

after integrating RES (30MW on Bus 7 & 30MW on Bus 5)   

Testing –Fault data after RES integration (30MW on Bus 7 and 30MW 

on Bus 5)  
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The values of fault attributes at which fault data has been generated for conventional power 

system and RES integrated systems have been discussed in detail in Chapter 3. For the 

proposed impact and adaptability analysis the detailed train test split of fault data is listed in 

Table 5.1 giving a clear depiction of the difference between both the analysis performed.  

 

5.5 Impact Analysis of RES Integration on ML-Based Fault Diagnosis 

When the ML algorithms are analyzed for fault classification and localization subsequent to 

the integration of RES into conventional power system. However, the available fault data 

pertains solely to conventional power systems, rendering the training of ML models with 

RES integrated power system fault data unfeasible. This limitation is common in real-world 

power systems undergoing the integration of new RES worldwide. Therefore, investigating 

this scenario is pivotal to identifying a model capable of effective fault diagnosis post RES 

integration. As only conventional power system fault data is available, the ML models were 

trained exclusively using the fault database of the standard IEEE 9 bus system. RES 

integration can occur in transmission networks of varying sizes, typically lower than the 

maximum allowable integration level. Previous studies on optimal RES placement on the 

IEEE 9 Bus System [10] considered 30 MW RES integration at an individual bus, with a 

total maximum allowed capacity of 60 MW. Hence, in this study, RES integration 

commenced at 10 MW for one bus and extended up to 30 MW for two buses. A detailed 

description of the training and testing fault datasets is provided in Table 5.1. The Python 

environment has been used for training and testing of ML models. The steps followed while 

conducting the impact analysis for fault classification and localization have been 

demonstrated using Figure 5.3.  
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Figure 5.3 Impact analysis procedural workflow for fault classification and localization. 

 

The model’s hyperparameters remain the same as in the previous chapter, as we are 

testing pre-trained models for impact and adaptability analysis. To illustrate the impact of 

any size RES integration on ML models’ fault diagnosis performance, the results have been 

presented in comparison to ML models' performance for conventional power system fault 

classification and localization obtained in the previous chapter. 

 

5.5.1 Fault Classification 

When the ML classifiers were investigated for the impact of the new RES integration on 

their fault classification performance, it was found that performance degraded severely. The 

testing accuracies obtained for fault classification are listed in Table 5.2 and illustrated in 

Figure 5.4. 
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Table 5.2 Impact analysis of the new RES integration on the performance of ML 

classifiers. 

ML Classifiers CPS Case 1 Case 2 Case 3 Case 4 Case 5 Case 6 

SVM 81.47 74.12 66.88 66.33 64.06 63.78 63.63 

DT 99.87 50.66 43.72 31.1 29.26 29.11 27.86 

ET 100.00 51.39 48.01 46.3 46.59 44.17 42.66 

RF 100.00 56.84 54.28 54.26 54.11 53.98 53.57 

AdaBoost 86.74 36.36 36.31 36.17 36.22 36.29 36.23 

LR 94.03 40.88 40.88 40.91 40.94 40.91 40.93 

Ridge 96.02 27.27 27.29 27.24 27.21 27.19 27.17 

GNB 79.07 9.09 9.19 9.14 9.18 9.1 9.09 

KNN 98.86 90.67 80.87 80.68 80.68 80.53 80.39 

Bagging 100.00 56.01 50.33 48.15 46.59 45.45 44.88 

XGBoost 100.00 41.26 37.11 36.8 36.79 36.36 36.36 

MLP 85.95 72.98 54.26 37.5 37.21 37.07 36.93 

 
 

Figure 5.4 Fault classification performance of ML models on new res integration. 
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It was observed that when ML algorithms are trained on conventional power system fault 

data and subsequently tested for RES integrated power system faults, the classification 

accuracy degrades significantly compared to conventional power system (CPS) 

performance. There are two possible ways to integrate a new RES into a transmission 

network. First, the incoming RES is added at a location (BUS) where one or more RES units 

are already connected. Second, the incoming RES is added at a new location (BUS) with no 

previously connected RES units. If the incoming RES is added at a new location (BUS), the 

total number of RES-integrated buses will increase. Therefore, the total number of 

transmission lines directly connected to the RES integrating BUS will also increase, resulting 

in degraded fault diagnosis performance of the pre-trained ML models. As depicted in Figure 

5.4, the classification accuracy of all ML models exhibits a decreasing pattern as the level 

of RES integration increases. Further, there is a substantial decrease in accuracy from Case 

1 (10MW at Bus 7) to Case 2 (10MW each at Bus 7 and Bus 5) as the number of lines directly 

connected to the RES integrating bus has increased. However, with further growth in the 

level of RES integrations, i.e., from Case 2 onwards, the number of lines directly connected 

to RES integration points does not change, and the degradation in accuracy becomes 

negligible for specific models like KNN, XGBoost, and RF. In contrast, it is minimal for 

others, such as ET, Bagging, and SVM. Therefore, the classification accuracy for Case 1 

(only one RES) is higher than that of Case 2 (two RES) and the subsequent cases. The fault 

current level and distribution change significantly with each new RES integration. The F1-

score for all fault types was poor; hence, it has not been listed. 

The KNN classifiers performed better than all the other classifiers tested in the study. 

Consequently, the KNN model is deemed suitable for unknown scenarios as it can discern 
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fault patterns and extend the acquired knowledge of fault patterns from conventional power 

systems to untrained scenarios, such as integrating RES of unknown size. The KNN model 

operates based on the similarity index, thus exhibiting better performance for the altered 

system than other investigated models [235]. The testing accuracy of models such as DT, 

ET, and Bagging exhibited a decreasing trend as the fault current level increased with the 

size of the RES. Conversely, AdaBoost, Logistic Regression (LR), Ridge, and Gaussian NB 

(GNB) consistently displayed poor classification accuracy for RES integration cases, 

rendering them unsuitable for ML-based fault diagnosis following new RES integrations. 

The classification accuracy of RF, KNN, and XGBoost declines with each new RES 

integration at a different bus. SVM outperformed other classifiers except for KNN in this 

scenario, indicating its strong generalization ability. However, its performance was 

inconsistent for conventional power system, suggesting that it should be used with feature 

engineering for power system fault diagnosis. 

 

5.5.2 Fault Localization 

While analyzing the impact of RES integration on ML regressor models for fault localization 

performance, four out of six transmission lines were assessed, excluding those not directly 

connected to RES. Consequently, lines directly linked to RES integrated buses, namely Line 

4-5, Line 7-5, and Line 7-8, were chosen for localization analysis. Assuming a similar effect 

on the other three lines not directly connected to RES, only Line 8-9 was included in the 

study. Before localization, identification of the faulty line was conducted to determine the 

line where the fault occurred. Table 5.3 enlists the MAPE of the four lines under study. The 

results have been presented in comparison to conventional power system fault localization 
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performances. The plots depicted in Figure 5.5 present the column plot of MAPE of ML 

regression models for fault location estimation on the analyzed lines, illustrating the impact 

of RES integration.  

 

Table 5.3 Location estimation MAPE of regression models for impact analysis. 

Line 
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Line 4-5 

CPS 2.145 1.442 2.316 2.610 9.996 8.236 

Case 1 23.20 24.61 25.96 25.68 12.13 19.71 

Case 2 25.59 24.78 26.02 25.68 13.71 19.73 

Case 3 25.63 25.23 26.07 27.21 14.10 19.73 

Case 4 26.39 25.43 26.36 34.65 15.04 19.74 

Case 5 27.07 25.54 26.59 34.75 15.29 19.75 

Case 6 28.37 25.68 26.98 34.77 15.65 19.75 

Line 7-5 

CPS 1.233 1.001 0.928 1.304 6.695 8.327 

Case 1 23.75 25.47 30.73 17.61 16.04 19.52 

Case 2 23.84 27.41 30.73 36.15 16.44 19.52 

Case 3 25.51 29.12 30.85 41.07 16.53 19.53 

Case 4 25.78 31.65 30.89 42.38 16.55 19.55 

Case 5 27.36 33.32 31.02 49.60 16.56 19.56 

Case 6 38.47 35.41 49.88 50.00 16.59 19.56 

Line 7-8 

CPS 2.462 2.056 2.525 1.955 10.806 8.702 

Case 1 15.22 16.87 21.87 24.94 13.69 19.67 

Case 2 28.40 26.03 26.19 37.15 17.50 19.68 

Case 3 30.14 27.03 27.15 42.67 18.07 19.68 

Case 4 31.48 27.41 27.32 44.37 19.19 19.69 

Case 5 36.95 28.15 27.38 44.77 19.82 19.69 

Case 6 39.42 32.90 28.06 45.73 20.17 19.70 
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Line 8-9 

CPS 2.228 1.662 2.420 0.974 10.784 9.160 

Case 1 16.46 14.63 19.88 22.67 11.36 19.66 

Case 2 20.20 21.27 26.30 24.48 13.09 19.67 

Case 3 22.31 21.61 33.69 27.10 14.01 19.68 

Case 4 23.19 22.01 33.97 27.84 14.63 19.69 

Case 5 23.38 23.03 34.77 36.36 14.78 19.69 

Case 6 24.23 23.56 35.79 41.87 14.85 19.70 
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(c) 

 
(d) 

Figure 5.5 Fault localization performance degradation of ML models on new RES 

integration on transmission lines: (a) Line 4-5, (b) Line 7-5, (c) Line 7-8, and (d) Line 8-9. 

 

For most models, MAPE exhibited an increasing trend with the growth in RES 

integration size, as observed with Bagging, RF, and ET. Similar to classification, KNR 

outperformed other models in localization, displaying the lowest MAPE across all lines and 

cases of varying RES sizes. Additionally, SVR demonstrated superior performance 

compared to other regression models, with its location estimation remaining unaffected by 

changes in the RES integration size. However, the error percentage for both the KNR and 
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SVR models is still high enough, showing their inefficacy in fault localization performance. 

Moreover, the BRR model gave extremely poor fault location prediction, even more than the 

length of the line; thus, its performance has not been reported. Consequently, it cannot be 

relied upon in scenarios involving network topology changes, such as RES integration, or in 

the absence of fault data for the changed system. 

The integration of RES plants at any bus alters the fault current level of the network, 

resulting in inferior localization performance compared to the performance obtained for the 

conventional power system. Further, power generation from RES, a flexible power source, 

will bring more fluctuating changes in fault current level due to its weather dependent power 

generation characteristics. However, a lesser impact is expected if another generation source 

of fixed power is added. Further, the learning of ML models for such cases will be better 

compared to fluctuating power sources. 

 

5.6 Adaptability Analysis of ML Models Post RES Integration 

The performance of ML algorithms for fault classification and localization, when fault data 

for the RES integrated system was unavailable was discussed in the previous section. 

Therefore, in this section, the aim is to analyze the performance of ML models using minimal 

fault data collected from RES integrated systems of varying sizes. ML algorithms necessitate 

sufficient data covering all attribute variabilities to learn effectively. Nevertheless, the 

availability of post RES integration changed system data for training purposes is limited. 

Consequently, training was conducted using both conventional power system fault data and 

available fault samples from the RES integrated system.  
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Figure 5.6 Adaptability analysis procedural workflow for fault classification and 

localization. 

 

While the training set remained constant for all test cases in impact analysis, in 

adaptability analysis, each training set contained available fault data samples from RES 

integrated systems of the same size being tested. Consequently, ML models had limited 

samples to learn the fault patterns of the altered network topology and transfer their learning 

to updated system fault diagnosis. Therefore, the adaptability analysis analyzes the 

adaptability of models, aiding in the selection of appropriate models based on data 

availability and network topology. Figure 5.6 presents the workflow for performing 

adaptability analysis of ML models for fault classification and localization post RES 

integration.  
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5.6.1 Fault Classification 

Testing the models to transfer their learning from conventional power system fault diagnosis 

to RES integrated system fault diagnosis, using only 5% of RES integrated system fault data 

for training, revealed that many models exhibited performance matching to that they 

exhibited for the conventional power system. ET, Bagging, RF, and XGBoost demonstrated 

fault classification accuracies comparable to those observed in the previous chapter, as listed 

in Table 5.4 and depicted in Figure 5.7. This underscores their strong learning ability, as they 

can adapt to network changes with minimal training data. In contrast, although KNN's 

performance improved compared to impact analysis, it failed to reach the baseline 

performance obtained for conventional power system due to inadequate training data, 

highlighting the limitations in KNN's learning capacity despite its effectiveness as a classifier 

with generalization abilities for changed scenarios. MLP, AdaBoost, and Gaussian NB 

performed poorly, like conventional power system performance, whereas LR, Ridge, and 

DT performed optimally. As all cases included fault samples from the RES integration case 

in their training, there was a notable enhancement in the classification accuracy of all well 

performing classifiers compared to impact analysis performance. The F1-score of the studied 

classifiers, when trained with 5% RES integrated fault data inclusions, closely resembled the 

performance obtained for conventional power system performance; hence, it is not included 

in Table 5.4. 
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Table 5.4 Testing accuracy (%) of ML classifiers for adaptability analysis with 5% RES 

integrated fault data. 

ML Classifier Case 1 Case 2 Case 3 Case 4 Case 5 Case 6 

SVM 81.92 81.53 81.47 83.61 81.83 80.47 

DT 98.93 99.46 99.11 99.46 99.29 100 

ET 100 100 100 100 100 100 

RF 100 100 100 100 100 100 

AdaBoost 64.23 50.06 41.27 50.2 40.62 29.97 

LR 92.45 91.18 94.29 91.62 90.83 90.26 

Ridge 95.86 97.96 96.69 93.93 94.2 92.89 

GNB 49.7 46.77 41.89 56.27 59.58 42.75 

KNN 98.43 97.04 97.84 97.99 96.27 96.51 

Bagging 99.64 100 100 99.64 100 100 

XGBoost 100 100 100 100 100 99.64 

MLP 28.93 79.52 83.22 38.64 80.11 77.3 

 
 
 
 

 
Figure 5.7 Improvement in classification accuracy of ML Models with 5% data in training. 
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Table 5.5 Performance of ML classifiers for adaptability analysis with 0.75% RES 

integrated fault data. 

Models RES Case 
Testing 

Accuracy (%) 

F1 - score 

SLG DLG LL LLLG LLL 

SVM 
Case 1 75.84 0.75 0.90 0.45 0.99 0.64 

Case 6 74.37 0.75 0.89 0.40 0.97 0.61 

DT 
Case 1 86.82 0.89 0.83 0.81 1.00 0.94 

Case 6 83.19 0.81 0.89 0.74 0.98 0.88 

RF 
Case 1 97.19 0.97 0.98 0.95 1.00 1.00 

Case 6 96.63 1.00 0.94 0.94 1.00 1.00 

AdaBoost 
Case 1 49.82 0 0.60 0.55 0.89 0.38 

Case 6 38.40 0.44 0.53 0.32 0 0 

ET 
Case 1 99.70 0.99 1.00 0.99 1.00 1.00 

Case 6 95.88 0.99 0.93 0.93 1.00 1.00 

LR 
Case 1 87.65 0.79 0.92 0.84 1.00 0.97 

Case 6 63.51 0.42 0.80 0.55 0.98 0.64 

Ridge 
Case 1 77.88 0.72 0.86 0.74 0.86 0.75 

Case 6 62.54 0.53 0.63 0.69 0.75 0.56 

Gaussian NB 
Case 1 40.84 0 0.57 0.46 0 0 

Case 6 9 0 0 0 0 0.17 

KNN 
Case 1 82.05 0.91 0.88 0.67 0.94 0.54 

Case 6 81.14 0.90 0.84 0.70 0.89 0.66 

Bagging 
Case 1 92.74 0.94 0.91 0.90 1.00 0.94 

Case 6 89.28 0.91 0.89 0.84 0.96 0.93 

XGBoost 
Case 1 97.20 0.97 0.98 0.95 1.00 1.00 

Case 6 91.79 0.92 0.93 0.87 1.00 0.94 

MLP 
Case 1 62.25 0.49 0.72 0.61 0.87 0.32 

Case 6 36.28 0 0 0.46 0.98 0 
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Therefore, the F1-score for all fault types for 0.75% RES integrated fault data inclusions 

has been detailed in Table 5.5. The table presents the F1-score for RES integration cases 1 

and 6, i.e., RES integration 10MW at bus 7 and 30MW at both bus 7 and 5. Analysis of the 

F1 score in the table concludes that SVM faces challenges in classifying non-ground faults, 

i.e., LL and LLL faults. However, SVM shows good performance for LLLG faults. Further, 

XGBoost, RF, and ET achieved testing accuracies surpassing 90% with a mere 0.75% 

inclusion of RES integrated fault data. Moreover, the performance of ET exceeded RF and 

XGBoost for the Case 1 RES integration. 

The ML classifiers’ learning ability to gradual data availability has been analyzed by 

varying the fault data percentage of the RES integrated system during training. The 

percentages of new fault data (FD) included at each step during training are 0.25%, 0.5%, 

1%, 2%, 4%, and 8%. The improvement in classification testing accuracy with the increasing 

percentage of new FD in training has been depicted using radar plots given in Figure 5.8 for 

all six integration cases. A radar chart, also referred to as a spider plot or star plot, is a two-

dimensional graphical method for representing multivariate data where each axis refers to 

variables having the same data length [236]. However, the arrangement and angles of the 

axes usually do not carry specific information. In Figure 5.8, the six axes represent the 

considered fault data inclusions (FDIs) of the RES integrated system used in training the ML 

models. Whereas the radial distance from the center represents the classification accuracy in 

percentage. 
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Figure 5.8 Radar charts for illustrating improving classification accuracy with % available 

fault data. 
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During the adaptability test for RES integration case 1, which entailed adding only a 

10MW RES on Bus 7, RF, ET, and XGBoost achieved nearly 100% accuracy with just a 

0.5% increase in new FD inclusion in their training, while DT and Bagging demonstrated 

similar classification performance that obtained for conventional power system with 1% 

increase in new FD inclusion in their training. From case 2 onwards, where RES is added at 

the two selected buses, it was observed that RF, ET, and XGBoost achieved nearly 100% 

accuracy with just a 1% inclusion of new FD in their training. Additionally, the plots indicate 

that the performance of other models also improves as the amount of RES integrated FD in 

their training data increases. However, it can be concluded that RF, ET, and XGBoost 

classifiers are particularly adept at quickly learning and adapting to new scenarios with 

minimal changed topology data.  

Bagging classification accuracy reached nearly 100% with a 2% new FD from case 2 

onwards, while DT reached almost 100% accuracy with a 4% new FD in training. The LR 

and Ridge classifier performance also improved with the inclusion of increased new fault 

data in their training. However, the accuracy could only reach 94% for LR and 98% for 

Ridge, even after adding 12% new fault data to their training, which is not shown in the 

plots. Combining predictions, leveraging parallel computing capabilities, and robustness to 

overfitting are key factors contributing to the adaptability of RF and ET models. 

Additionally, the gradient boosting and regularization features of XGBoost further enhance 

its capacity to quickly adapt to new fault data scenarios for fault classification [237], [238]. 

The performance of SVM, AdaBoost, Gaussian NB, and MLP classifiers showed only little 

improvement; therefore, their results are not included in the plots. 
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5.6.2 Fault Localization 

When analyzing all six RES integration cases for fault localization, the Mean Absolute 

Percentage Error (MAPE) obtained for ML models is listed in Table 5.6 for 8% RES 

integrated FD in their training. The column plots of the obtained results shown in Figure 5.9 

indicate that the BRR model performs the best among the other models, consistent with its 

performance in conventional power system. Bagging, RF, RT, and ET performed 

satisfactorily. However, the performance of KNR and SVR remains poor. Thus, it can be 

concluded that the BRR model learns most effectively with minimal fault data under such 

structural changes in the power networks. However, in the absence of RES integrated fault 

data it cannot be used. 
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(b) 

 
(c) 

 
(d) 

Figure 5.9 Fault location estimation MAPE on adaptability analysis post RES integration 

with 5% RES fault data in training for Lines: (a) Line 4-5, (b) Line 7-5, (c) Line 7-8 and 

(d) Line 8-9 
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Table 5.6 Location estimation MAPE of regression models for adaptability analysis with 

8% RES integrated fault data in training. 
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Case 1 2.16 1.88 0.566 2.12 0.007 15.10 19.89 

Case 2 2.15 1.92 1.805 1.73 0.018 15.10 19.89 

Case 3 2.73 2.38 1.108 2.28 0.046 15.54 19.80 

Case 4 2.63 2.59 1.696 3.46 0.042 14.41 20.27 

Case 5 2.533 2.36 0.732 3.00 0.027 15.22 20.06 

Case 6 2.260 2.18 1.288 1.00 0.020 14.80 19.68 

L
in

e 
7

-5
 

Case 1 2.321 2.07 1.934 2.75 0.730 13.23 19.38 

Case 2 1.036 0.97 0.285 1.11 0.053 14.08 19.27 

Case 3 1.784 1.64 1.212 1.57 0.086 12.97 19.48 

Case 4 2.025 1.32 1.019 1.23 0.073 13.38 19.64 

Case 5 2.112 1.58 0.555 0.97 0.124 13.73 19.46 

Case 6 1.781 1.50 1.285 1.71 0.106 13.63 19.47 

L
in

e 
7

-8
 

Case 1 3.342 2.69 1.641 2.71 0.095 15.71 19.49 

Case 2 3.015 2.48 1.505 2.15 0.023 16.24 19.77 

Case 3 2.509 2.38 1.866 2.65 0.123 15.38 19.76 

Case 4 2.860 2.14 1.658 3.31 0.031 13.50 19.71 

Case 5 2.736 2.52 1.844 2.27 0.163 15.29 19.62 

Case 6 3.063 2.86 1.766 3.81 0.278 15.73 19.82 

L
in

e 
8

-9
 

Case 1 2.811 3.63 1.930 3.14 0.015 15.30 20.01 

Case 2 3.275 3.43 3.034 2.55 0.036 15.86 19.42 

Case 3 3.590 2.80 1.720 2.36 0.052 14.27 19.96 

Case 4 3.895 3.31 3.565 3.97 0.035 15.64 19.87 

Case 5 3.740 3.34 2.894 4.09 0.022 14.36 19.66 

Case 6 4.384 3.37 2.813 3.72 0.027 15.03 19.72 
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The adaptability analysis of ML models in locating transmission line faults was conducted 

by gradually increasing the percentage of new fault data samples mixed with conventional 

power system fault data for training the ML models. Thus, all the regression models were 

trained for all RES integration cases by incorporating 2%, 4%, 8%, and 12% RES integrated 

fault data samples. This was done to analyze which regression model learns quickly after 

RES integration and to understand the effect of integrated RES size (MW) on the adaptability 

performance of studied regression models. The test results for Bayesian ridge regression, 

Bagging, RF, ET, and RT are presented in Figures 5.10 to 5.13 for all six cases. The axes 

represent the percentage fault data inclusions (FDIs) of the RES integrated system used in 

the training of ML models, while the distance from the center represents the MAPE of fault 

localization. The improvement in localization performance of the ML regression model with 

the increasing percentage of new fault data in training can be visualize from radar charts of 

Figures 5.10 to 5.13 as with increasing FDI percentage the cut on axes reduces for each 

model. The small red portion in the center of the plot depicts that BRR exhibited the least 

MAPE for all FDI conditions considered while training. 

The MAPE for BRR reduced considerably with only 2% inclusion of new fault data in its 

training set, which is much lower than that of other models. Therefore, a separate plot for 

the adaptability trend of the BRR model has been presented in Figure 5.14. BRR reached 

performance saturation with only 2% of data; in contrast, Bagging, RF, and ET reached 

performance saturation at 8% inclusion of new fault data in their training sets. KNR showed 

only minor improvement even after including 12% new fault data in its training and SVR 

showed negligible improvement hence they have not been included in the plots. Thus, the 

BRR demonstrates the efficient transfer of learning with minimal inclusion of new data. 



205 
 

 
Figure 5.10 Case wise models localization performance for Line 4-5 using radar chart: 

MAPE Vs. Percentage fault data inclusion. 
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Figure 5.11 Case wise models localization performance for Line 7-5 using radar chart: 

MAPE Vs. Percentage fault data inclusion. 
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Figure 5.12 Case wise models localization performance for Line 7-8 using radar chart: 

MAPE Vs. Percentage fault data inclusion. 
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Figure 5.13 Case wise models localization performance for Line 8-9 using radar chart: 

MAPE Vs. Percentage fault data inclusion. 
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(d) 

Figure 5.14 Learning trends of Bayesian Ridge Regression model for different sizes RES: 

MAPE Vs available fault data: (a) Line 4-5, (b) Line 7-5, (c) Line7-8 and (d) Line 8-9. 

 

5.7 Result Analysis 

The impact analysis outcomes revealed that on new RES integration, when ML models 

trained on conventional power system fault data were tested for RES integrated system 

faults, significant degradation in fault classification and localization performance was 

observed across all ML models. This study confirms that even integrating a 10MW RES 

plant into an IEEE 9 bus system, with a total load capacity of 315MW and 115MVAR, brings 

about significant changes in the fault signature. Additionally, as the size of RES integration 

increases, the classification accuracy of all ML models exhibits a diminishing trend. 

Furthermore, a marked decrease in accuracy is observed with an increase in the number of 

lines directly connected to the BUS integrating RES, i.e., if the incoming RES is added at a 

new location (BUS). The KNN classification model demonstrated relatively better results 

for fault classification, making it a reliable average classifier for unseen event scenarios. The 

accuracy of the KNN classifier remains relatively stable due to its reliance on the similarity 
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principle. Its non-parametric approach requiring no training phase makes it suitable for 

changed systems [42]. Hence, without proper study, ML models cannot be entirely relied 

upon for power system fault diagnosis under such structural changes. 

Finally, the adaptability analysis outcomes revealed that when the availability of fault data 

is increased gradually, ML models regain their initial performance, as demonstrated for 

conventional power system. The analysis identified XGBoost, RF, and ET as the fastest 

learning classification models, as shown by the trend plots of testing accuracy versus data 

availability. Although KNN's performance improved compared to impact analysis, it failed 

to reach the baseline performance of conventional power system due to inadequate training 

data, highlighting the limitations in KNN's learning capacity despite its effectiveness as a 

classifier with generalization abilities for changed scenarios. The intrinsic capability for 

incremental learning by the XGBoost algorithm supports XGBoost results outcomes. In 

incremental learning, new models are trained on new data while retaining the knowledge 

learned from previous data [239]. XGBoost supports incremental learning primarily due to 

its boosting algorithm and the nature of its implementation. Since XGBoost builds trees 

sequentially, it's conducive to updating the model with new data. XGBoost is highly 

optimized for speed and efficiency [212]. The design and implementation of XGBoost make 

it well suited for incremental learning tasks, allowing it to efficiently adapt to new data while 

leveraging the knowledge gained from previous iterations [239]. Therefore, it is suitable for 

classifying transmission line faults post RES integrations with gradual fault data availability. 

Similarly, Bayesian ridge regression emerged as the fastest learning model for fault 

localization, as indicated by the trend plots of MAPE versus data availability. BRR is based 

on a Bayesian approach to linear regression. In Bayesian inference, the prior beliefs about 
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the parameters of the model get updated as new data becomes available. This incremental 

updating of beliefs aligns well with the concept of incremental learning required post RES 

integrations. BRR naturally incorporates regularization to prevent overfitting. By updating 

the posterior distribution of the parameters with new data, the regularization term can adapt 

to the changing characteristics of the dataset, ensuring that the model remains regularized 

even during incremental learning. Overall, the Bayesian framework, efficient computation, 

regularization, and memory efficiency make BRR well suited for incremental learning tasks 

[240]. Thus, the proposed BRR model can be utilized for automatic fault localization of 

transmission network faults using voltage and current measurements at transmission line 

buses post RES integrations with gradual fault data availability. 

 

5.8 Chapter Summary 

This chapter presented a two-facet performance analysis of potential ML models for 

classification and location estimation of transmission network faults. Firstly, the impact 

analysis of different size RES integrations on the performance of these models showed that 

the classification accuracy of all tested classifiers except KNN falls into the 40-50% range, 

making them unsuitable for such scenarios. Fault localization results of all regressors are 

also significantly impacted by new RES integration, including KNR, and degradation 

increases with an increase in the size of integrated RES. KNN’s performance falls from the 

previously obtained accuracy of 98.86% in conventional power system to 90.67% on 10MW 

RES integration at bus 7 and 80.39% on 30MW RES integrations at both the optimal 

integration buses. Thus, the KNN model can be relied upon for scenarios where system 

topology has changed, and no-fault data is available for the changed transmission network. 
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Lastly, the adaptability testing of these models was performed considering the practical 

case of gradual fault data availability over time with different sizes of RES integration. 

XGBoost, ET, and RF were found to be the best performers, giving 100% classification 

accuracy with just 0.5% new scenario’s fault samples in their training on 10MW RES 

integration at bus 7 and 2% new fault samples of the maximum allowed 30MW RES placed 

at bus 7 and 5. Similarly, Bayesian ridge regression outperformed other compared regression 

models in the adaptability testing requiring only 2% changed network fault samples to give 

1% MAPE. Although when no fault data is available for changed topology, it could not fit 

the model, however, as soon as it gets a few data of changed topology, it can very quickly 

learn the changed fault patterns and, hence, can be used for practical power system fault 

localization. 
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Chapter 6 PERFORMANCE ASSESSMENT OF MACHINE LEARNING 

MODELS FOR FAULT CLASSIFICATION AND LOCALIZATION 

UNDER INCREASING RES PENETRATIONS 

 

6.1 Introduction 

Machine learning (ML) models have been extensively researched and are deemed suitable 

for automated power system fault diagnosis, enabling rapid restoration of power networks. 

However, the increasing penetration of renewable energy sources (RES) into power systems 

poses challenges to ML-based fault diagnosis. The intermittent nature of RES, such as solar 

and wind power, causes significant fluctuations in the power fed into the grid, impacting the 

short circuit levels of transmission lines. This integration alters network topology and fault 

signatures, raising concerns about the continued accuracy of ML models trained on fault data 

from lower RES penetration levels, especially as fault data for new penetration levels is not 

immediately available following new RES integrations. Additionally, as new fault data at 

increased RES penetration levels become available over time, there is a need to analyze the 

incremental learning performance of ML models. Incremental learning allows continual 

adaptation to new fault data. This study investigates the adaptability and learning ability of 

various ML models using an incremental learning approach, focusing on real power system 

scenarios where fault data is initially unavailable or gradually becomes available with 

increasing RES penetration. Fault conditions are simulated under varying temperatures and 

irradiance levels specific to solar PV integrations to generate comprehensive fault datasets. 

Our findings demonstrate that the proposed XGBoost, among the tested ML classifiers and 

regression models, exhibits superior performance in accurately classifying and locating 

transmission line faults amidst ongoing RES integrations.  
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Thus, in this chapter, incremental learning is applied to various ML models to test their 

fault classification and localization capabilities. Initially, the models are trained using only 

the fault data from lower penetration levels to assess their adaptability to increasing RES 

penetration levels. Subsequently, fault data from current penetration levels are incrementally 

included in the training to examine the models' learning performance. Initial investigations 

revealed that ensemble methods performed better than other ML models. Consequently, 

models such as SVM, RT, Bagging, RF, and XGBoost are tested for fault classification and 

localization to analyze their adaptability and learning competence. The results indicate that 

ensemble methods demonstrate superior adaptability and learning ability due to their 

advantages, including reduced variance and bias, minimized overfitting, the capacity to 

handle com-plex data with good interpretability, and computational efficiency [241]. The 

main objectives of the proposed study are as follows: 

1) To investigate the adaptability of studying ML classifiers for transmission line fault 

classification with increasing penetration of RES when fault data for the current 

penetration is unavailable. 

2) To evaluate the learning capability of ML classifiers using an incremental learning 

approach, focusing on fault classification amidst increasing RES penetration where fault 

data for the current penetration gradually becomes available over time. 

3) To assess the adaptability of considered ML regressors for precise localization of 

transmission line faults under increasing RES penetration conditions under the 

unavailability of the current penetration fault data. 
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4) To analyze the learning potential of ML regressors through an incremental learning 

approach, aiming to enhance fault localization accuracy as fault data for increasing RES 

penetration levels becomes progressively accessible. 

 

6.2 Background 

The advent of renewable energy sources (RESs) has caused a paradigm shift in the global 

power system. Traditional rotating synchronous generators are being replaced by inverter-

based renewable energy systems, and this trend is projected to continue in the future [242]. 

Penetration of RES into the electric grid has been scaling drastically over the past decade 

[243]. The increasing penetration levels of RES-based power generation from variable and 

less predictable sources, such as wind and solar energy, necessitate the re-exploration of 

several aspects of power systems, such as grid frequency stability [242], flexibility [244], 

voltage stability [245], steady state and transient analysis [246], and protection [12]. High 

PV penetration affects the operation of protective devices as they change the direction of 

power flow. Furthermore, with RES penetration levels reaching up to 40%, the short circuit 

current can increase to as much as seven times the normal level [12]. The increase in short 

circuit current level with RES integration and increase in their penetration level has been 

illustrated using Figure 1.4 of chapter 1. This significant rise can disrupt the normal 

operation of relays that were designed for normal short circuit currents, necessitating the 

upgradation of protection devices [12], [13].  Nevertheless, the inclusion of large-scale solar 

plants in the power system reduces the power generation from thermal plants in the area, 

thus reducing the dependency on conventional coal and gas-based resources for power 

generation. This shift ultimately helps reduce the emission of greenhouse gases. 
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"Furthermore, due to their advantages, such as significant reduction in transmission losses, 

improvement in voltage profiles, and alleviation of the burden on natural resources, their 

installation is rapidly increasing [234].  

The inclusion of RES also produces undesirable effects on power systems, primarily in 

the installation area. The grid's inertia is gradually reducing as synchronous generators are 

being replaced by low-inertia RES power plants, which might lead to considerable issues 

with grid frequency stability [242]. Eftekharnejad et al. [246] conducted an analysis of the 

impact of increased penetration of photovoltaic generation on power systems and found that 

the voltage magnitude is the most impacted power system parameter. They observed 

overvoltage occurrences at transmission line buses for penetration levels of 20% and above. 

During transient events in systems with high PV penetration, a significant decrease in 

voltage was noted post-fault. Furthermore, their study analyzed the impact of integrating 

photovoltaic (PV) systems at penetration levels of up to 50% by reducing the proportion of 

conventional power generation. The analysis revealed that high levels of PV penetration 

have both beneficial and detrimental impacts on the transient stability of the system. The 

degree of impact depends on the level of PV penetration, system topology, fault type, and 

fault location [246].  

Increasing the penetration level of RES into power systems also brings many challenges 

to the existing protection and maintenance schemes [12], [13]. The dependence of RES on 

weather conditions causes the power fed to the grid to keep changing, resulting in 

fluctuations in the short circuit level of the transmission lines. RES introduces bidirectional 

power flow in the lines, increases the short circuit current level, and necessitates the 

upgradation of protection devices [13]. However, limited works have been reported in the 



219 
 

literature for ML-based power system fault diagnosis with RES integration. An IEEE 13 bus 

test system, incorporating two distributed generators (DGs) of 1.8 MVA and 2.6 MVA, was 

used to study single-line-to-ground (SLG) faults, faulty phase, and faulty segment 

identification under varying DG penetration levels of 20%, 30%, and 50%. This study 

employed NN, SVM, bagging, and AdaBoost. The results indicate that as the penetration of 

DG increases, the accuracy of faulty phase and faulty segment identification decreases [67]. 

The findings highlight that increasing DG penetration presents challenges in maintaining 

accuracy in faulty phase and segment identification. Another study presented the SLG fault 

detection under varying distributed energy resource (DER) penetration levels of 30%, 40%, 

50%, and 60% into the distribution network using support vector data description (SVDD) 

with increasing data volumes [16]. Furthering this research, a study on the IEEE 123 test 

feeder with 50% DER penetration into the distribution network examined the SLG fault 

phase and faulty segment identification, providing essential data and methodologies for 

tackling real-world challenges [65]. Additionally, a study on a 5-bus test system of an 11kV 

medium voltage distribution line with two DGs employed SVM, KNN, and bagging for fault 

classification, and GPR, regression trees (RT), support vector regression (SVR), and linear 

regression for fault localization [66]. Although focused on a specific fault impedance, this 

research lays the groundwork for expanding datasets to reflect a wider range of fault 

attributes. Moreover, fault classification work on a 20kV distribution network with two DGs 

of 9 MW utilized SVM, DT, KNN, and convolutional neural networks (CNN), 

demonstrating the effectiveness of various machine learning approaches in complex power 

systems [17]. Another noteworthy study on an IEEE 9 bus system, incorporating a 120 MW 

wind energy source, employed ANN and SVM for system fault detection and classification, 
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underscoring the potential of these models in renewable-integrated systems [64]. 

Additionally, research on the IEEE 39 bus system with a 1.5 kVA wind generator at Bus 39 

focused on faulty line identification using deep learning techniques, contributing to the 

growing body of knowledge on advanced fault diagnosis [63]. These studies collectively 

advance the understanding of fault detection, classification, and localization in power 

systems with renewable energy sources. While they have made substantial progress, there 

remains an opportunity to address practical challenges, such as the immediate availability of 

fault data following increased RES penetration, to further enhance the robustness and 

reliability of power systems.  

Based on the literature review, it is evident that ML fault classifiers perform effectively 

in power systems. However, their performance in systems integrated with RES has not been 

thoroughly tested. The impact of increasing RES penetration on ML classifier performance 

in power networks is still largely unknown. With the increasing penetration of RES into 

transmission networks, it is essential to assess ML models' performance under increasing 

RES penetrations before deploying them in real-world systems. Most fault localization 

techniques focus on identifying faulty lines or sections within transmission and distribution 

networks using classification methods. Accurately pinpointing the exact fault location on a 

line with ML regressors could significantly improve maintenance efficiency. Currently, no 

research addresses the precise fault location on transmission lines in RES-integrated systems 

with increasing RES penetration using ML-based classification or regression techniques. 

This suggests the necessity for research studies on ML regression-based fault location 

estimation in transmission lines under increasing RES penetration conditions. 
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Further, the variability in power generation from RES, influenced by weather conditions 

like temperature and irradiance fluctuations, impacts the power output from RES plants. 

These fluctuations lead to variations in fault current levels, which should be considered when 

analyzing RES-integrated transmission networks. Existing ML-based power system fault 

diagnosis literature often overlooks these crucial aspects. An increase in the RES penetration 

level of an existing transmission network significantly alters its topology and fault 

characteristics, depending on the level of increase. Large fluctuations in RES power 

generation can cause substantial deviations in fault currents, potentially increasing ML 

model misclassification rates and fault location errors. To date, no study has examined ML 

models' performance for transmission line fault classification and localization after 

increasing RES penetration of varying levels. Research is needed to understand how ML 

models for fault diagnosis in existing power systems are affected by increasing RES 

penetration. Additionally, there is a shortage of studies on ML-based fault diagnosis in RES-

integrated power systems. The studies available generally assume long-standing RES 

integration and sufficient fault data representing diverse variations for ML model training.  

When the existing level of RES penetration increases, fault data availability can become 

limited, and accumulating diverse data on the increased penetration level, including various 

fault locations and types, may take years. Therefore, analyzing ML models' performance 

considering these practical issues is crucial to ensure uninterrupted power transfer and meet 

the evolving needs of power system protection and maintenance. Furthermore, as RES 

integration progresses, it is observed that SLG faults are more prevalent compared to triple 

line faults (LLLG and LLL), yet diverse fault data encompassing various locations, types, 

fault inception angles, and resistances remains scarce for training ML models at each 
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penetration level of RES. This gap underscores the necessity for comprehensive analysis in 

power system fault classification and localization with increasing RES penetration, 

acknowledging the challenges of limited data availability. 

Power flow in transmission lines is generally unidirectional; however, the integration of 

RES at various points creates tapping points and facilitates bi-directional power flow. 

Moreover, RES can supply fault currents during faults, leading to increased fault currents in 

the lines. With a 40% increase in RES penetration, the short circuit current may surge up to 

seven times its normal level [12]. As a result, the fault signature at a specific location will 

change with the addition of a new RES unit, even if the fault condition and location remain 

unchanged. This raises concerns about ML models' sustained accuracy for diagnosing faults 

in real-world power systems amidst ongoing RES integrations. The performance of ML 

models becomes questionable as they are trained using fault data from lower RES 

penetration levels, mainly since fault data for higher penetration levels isn't immediately 

accessible following new RES integrations. New fault data at increased RES penetration 

levels become available only over time. Despite this, there is a scarcity of literature on ML-

based power system fault diagnosis with RES integrations considering fault data 

unavailability.   

Therefore, in this chapter, ML models' adaptability and learning competence have been 

analyzed for fault classification and localization when the penetration level of existing RES 

is increased at the point of connection in the transmission network for varying weather 

conditions. This has been achieved by utilizing an incremental learning approach. The 

simple ML approach utilizes a complete dataset for training. However, in the context of 

incremental or continual learning, the data is received in a sequential manner or in several 
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steps, and the underlying distribution of data evolves over time [247]. Incremental learning 

allows machine learning models to learn from large-scale dynamic stream data and build up 

a knowledge base over time to improve future learning and decision-making processes [248]. 

An incremental learning approach has been adopted for power system fault detection in [157] 

and [16] utilizing shape preserving scheme and incremental SVDD respectively.  

 

 
Figure 6.1 Standard IEEE 9 Bus System with RES (Solar PV Plants) at Bus-7 and Bus-5. 

 

6.3 Proposed Methodology 

The standard IEEE 9 Bus system with RES integration fault data has been taken under study 

to conduct the proposed study. The schematic diagram of the system under study has been 

presented in Figure 6.1. This chapter investigates two practical possibilities for analyzing 

the performance of ML models for fault diagnosis with increasing RES penetration. 
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1) Adaptability Investigation: When the fault data of the increased penetration level is 

unavailable, and ML models can only be trained using old penetration level fault data.  

2) Learning competence investigation: After the increase in penetration level of RES, fault 

data gets collected gradually over time. Thus, ML models have also been analyzed for their 

learning competence using old and available current penetration level fault data. The 

learning competence investigation reveals how fast a model learns with the least available 

increased penetration level fault data.  

The schematic diagram for the proposed methodology has been depicted in Figure 6.2 

which illustrates RES integrated fault dataset and stages involved in the proposed 

adaptability and learning competence investigation. The figure also depicts the utilization of 

RES integrated fault data in relevant manner to conduct the proposed investigations. The 

proposed study schematic diagram starts with illustrating six RES integration penetration 

levels (PL) referred as PL-1, PL-2, PL-3, PL-4, PL-5 and PL-6. The RES integration has 

been done considering optimal size and placement study available in literature [10]. 

Following on the training and testing of ML models for both adaptability and learning 

competence investigations has also been illustrated. 

It can be seen in the schematic diagram that adaptability investigation uses old penetration 

level’s fault data while learning competence investigation uses both old penetration and 

available current penetration fault data which gradually increases in stages. Therefore, to 

perform the proposed investigations of ML models, the procedure adopted is as follows: 

1. Selection of a suitable test system for the study. 

2. Identification of the optimal location of RES placement and maximum allowable 

penetration level. 
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Figure 6.2 Schematic diagram of the proposed study. 



226 
 

3. Generation of extensive fault data at different penetration levels incorporating fault 

attributes and varying weather conditions. 

4. Investigating the adaptability of selected ML models to old penetration fault data for 

fault classification and localization in the absence current penetration level fault data for 

increasing RES penetration level. 

5. Investigating the learning competence of selected ML models with gradual availability 

of current penetration fault data over time for fault classification and localization. 

 

6.4 Dataset Description 

In the proposed study of this chapter fault data for only RES integrated system has been 

used. The study aims to analyze the ML models’ adaptability and learning capability with 

increase in RES penetration of existing RES. The study assumes that prior to the increase in 

RES penetration few fault data samples have been gathered over time which is referred to as 

old penetration fault data. The dataset encompasses various penetration levels, starting from 

10 MW at Bus-7 (PL-1) and extending to 30 MW at both Bus-7 and Bus-5. Fault data is 

generated by varying fault attributes and adjusting power generation from solar plants across 

different temperatures and irradiance values. The six different combinations of penetration 

levels (PL-1 to PL-6), are described below: 

PL – 1: Bus-7 (10MW) RES 

PL – 2: Bus-7 (10MW) and Bus-5 (10MW) RES 

PL – 3: Bus-7 (20MW) and Bus-5 (10MW) RES 

PL – 4: Bus-7 (20MW) and Bus-5 (20MW) RES 

PL – 5: Bus-7 (30MW) and Bus-5 (20MW) RES 

PL – 6: Bus-7 (30MW) and Bus-5 (30MW) RES 
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Table 6.1 Data Description for Proposed Performance Analysis. 

Study 
Penetration Level 

Testing 
Training – Testing Dataset Description 

A
d
ap

ta
b
il

it
y
 I

n
v
es

ti
g
at

io
n

 
PL-2 

Train – With PL-1 fault data 

Test – With Bus-7 (10MW) and Bus-5 (10MW) RES 

fault data 

PL-3 

Train – With PL-1 + PL-2 fault data 

Test – With Bus-7 (20MW) and Bus-5 (10MW) RES 

fault data 

PL-4 

Train – With PL-1 + PL-2 + PL-3 fault data 

Test – With Bus-7 (20MW) and Bus-5 (20MW) RES 

fault data 

PL-5 

Train – With PL-1 + PL-2 + PL-3 + PL-4 fault data 

Test – With Bus-7 (30MW) and Bus-5 (20MW) RES 

fault data 

PL-6 

Train – With PL-1 + PL-2 + PL-3 + PL-4 + PL-5 fault 

data 

Test – With Bus-7 (30MW) and Bus-5 (30MW) RES 

fault data 

L
ea

rn
in

g
 C

o
m

p
et

en
ce

 I
n

v
es

ti
g
at

io
n

 

PL-2 

Train – With PL-1 + Available Bus-7 (10MW) and Bus-

5 (10MW) RES fault data 

Test – With Bus-7 (10MW) and Bus-5 (10MW) RES 

fault data 

PL-3 

Train – With PL-1 + PL-2 + Available Bus-7 (20MW) 

and Bus-5 (10MW) RES fault data 

Test – With Bus-7 (20MW) and Bus-5 (10MW) RES 

fault data 

PL-4 

Train – With PL-1 + PL-2 + PL-3 + Available Bus-7 

(20MW) and Bus-5 (20MW) RES fault data 

Test – With Bus-7 (20MW) and Bus-5 (20MW) RES 

fault data 

PL-5 

Train – With PL-1 + PL-2 + PL-3 + PL-4 + Available 

Bus-7 (30MW) and Bus-5 (20MW) RES fault data 

Test – With Bus-7 (30MW) and Bus-5 (20MW) RES 

fault data 

PL-6 

Train – With PL-1 + PL-2 + PL-3 + PL-4 + PL-5 + 

Available Bus-7 (30MW) and Bus-5 (30MW) RES fault 

data 

Test – With Bus-7 (30MW) and Bus-5 (30MW) RES 

fault data 

 

A comprehensive dataset comprising 25,344 fault data samples has been generated for 

RES integrated IEEE 9 Bus system, incorporating diverse combinations of fault attributes 
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and RES penetrations. Specifically, the dataset includes 4,224 fault data samples for each 

penetration level, dedicated to fault classification, along with 1,056 fault data samples for 

each transmission line for fault localization purposes as discussed in chapter 3. To 

incorporate the limited fault data collection aspect for any RES penetration level prior to 

increase in penetration level the study utilizes only 20% of fault data for training in the 

proposed studies. Thus, 20% of 4224 samples have been taken from each penetration level 

for training in both investigations. Further, Table 6.1 enlists the train test data split 

considered while training models for investigating 1) adaptability for unavailability of 

current penetration fault data and 2) learning competence with gradual fault data availability. 

The adaptability investigation refers to exploring the capability of ML models to classify 

and locate faults of higher RES penetrated power systems from models trained on lower 

penetration level RES fault data. Further, the learning competence investigation refers to 

exploring the fast and accurate learning ML model when fault data for the current penetration 

level is gradually gathered over time. 

 

6.5 Adaptability Investigation of ML models to Old Penetration Fault 

Data 
 

In the proposed adaptability investigation, ML models are trained for fault classification and 

localization using only old fault data from previous penetration levels to assess their 

performance on increased penetration level fault data for fault classification and localization. 

For instance, to classify and locate faults at penetration level PL-4, the models are trained 

using 20% of the total fault data generated from penetration levels PL-1, PL-2, and PL-3. 

The utilization of fault data has been illustrated using Figure 6.3 adaptability investigation 

block where N represents the current RES penetration level fault data and N-1 represents 
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previous penetration level fault data. This approach ensures that all available data from 

previous penetration levels are utilized during training when testing for fault classification 

and localization at any given penetration level.  

 

 
Figure 6.3 Illustration of adaptability and learning competence investigation. 

 

A total of 4224 fault data samples have been generated for each fault penetration level, 

encompassing fault data from four transmission lines. However, due to constraints in data 

availability, particularly concerning the gradual development of large solar parks and the 

limited time between their operational stages, only 20% of the complete data is utilized for 
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the adaptability investigation. This consideration helps to address data scarcity issues after 

RES integration. Consequently, for fault classification, 20% of the fault data translates to 

840 data samples, while for fault localization, 210 data samples for each line. As a result, 

relatively more fault data is available for fault classification compared to fault localization. 

 

6.5.1 Fault Classification 

When the ML model’s performance is tested for fault classification for various penetration 

levels using fault data of lower penetration levels, the testing accuracy obtained is very low 

for the initial penetration level, as shown in Figure 6.4. The accuracy for PL-2 is minimum 

for all models as training is done from fault data of 10 MW RES included at bus 7 of the 

IEEE 9 bus system and tested for two RES included in the studied network at bus 7 and 5 of 

10 MW each. Thus, accuracy is very low for this penetration level as training is done with 

one RES fault data while testing is done on two RES fault data. However, KNN performed 

as an average classifier for all penetration levels. Similarly, its accuracy is lowest for PL-2 

and almost remains constant for higher penetration levels. 

As the penetration level increases, the training data has fault data for all the lower 

penetration level fault data; hence, when no data for the current penetration level is available 

for training, accuracy still improves with increasing penetration level. As ML models slowly 

capture the changing fault signature with increasing penetration levels. Thus, it is wise to 

use all the previous penetration level’s fault data for training while testing for any level of 

RES penetration because the model slowly adapts to the increasing penetration level of RES. 

From the plot, it can be deduced that although RF classification accuracy is higher than 

XGBoost and Bagging for lower penetration levels, however, from PL-5, XGBoost accuracy 
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surpasses the RF accuracy. Hence, when available training data is much less, KNN can be 

used as a classifier that generalizes the classification accuracy irrespective of considered 

RES penetration level. When sufficient data is available for training, RF and XGBoost can 

be used for fault classification even when tested for increased penetration levels. SVM and 

DT performed worse than ensemble methods, showing the efficacy of ensemble methods. 

 

 
Figure 6.4 Testing accuracy improvement on adaptability investigation in the absence of 

current penetration level data with increasing penetration level. 

 

6.5.2 Fault Localization 

When the ML model’s performance is tested for fault localization at various penetration 

levels using fault data of lower penetration levels, the mean absolute percentage error 

(MAPE) for fault location estimation on four lines of the studied network obtained is very 

high for initial penetration levels. However, the MAPE decreases with an increase in 

PL-2 PL-3 PL-4 PL-5 PL-6

DT 31.15 43.25 59.55 59.58 72.95

RF 32.45 77.66 85.59 89.38 95.68

SVM 21.84 37.15 49.3 53.25 70.71

KNN 74.43 84.54 85.52 87.32 88.93

Bagging 30.47 39.29 56.89 61.42 83.6

XGBOOST 23.9 70.97 82.86 92.91 99.67
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penetration level, as shown in Figure 6.5 and tabulated in Table 6.2. This indicates that 

models slowly adapt to the change in penetration level from old penetration level fault data. 

 

Table 6.2 MAPE reduction in location estimation while adaptability investigation with 

increasing penetration level of RES. 

 Model PL-2 PL-3 PL-4 PL-5 PL-6 

Line 

4-5 

SVR 24.817 20.158 18.127 17.124 16.968 

Bagging 21.645 14.346 11.577 11.023 10.586 

RFR 17.536 14.806 12.587 10.36 9.363 

RT 22.814 17.506 15.368 11.24 11.435 

XGBR 17.763 13.77 11.202 8.695 8.068 

Line 

7-5 

SVR 19.687 18.113 16.758 14.712 13.452 

Bagging 15.065 14.015 11.927 10.092 8.635 

RFR 17.526 13.314 11.578 10.364 8.22 

RT 18.466 17.415 12.466 12.161 8.886 

XGBR 14.847 10.924 10.394 8.879 8.086 

Line 

7-8 

SVR 26.785 24.57 22.785 20.847 19.417 

Bagging 24.252 23.94 20.068 13.329 13.008 

RFR 25.398 24.061 19.439 13.959 10.807 

RT 28.125 23.962 21.143 20.239 19.185 

XGBR 19.812 19.136 17.067 13.265 9.101 

Line 

8-9 

SVR 21.425 20.741 19.715 18.512 16.789 

Bagging 19.7 19.124 18.115 16.203 15.821 

RFR 20.096 19.013 18.295 17.535 16.331 

RT 19.547 18.85 17.915 17.297 16.738 

XGBR 19.111 17.264 13.963 12.794 11.621 

 

Moreover, XGBR and RFR displayed better adaptability to fault localization for the increase 

in the penetration level of RES. The MAPE from PL-2 to PL-6 for XGBR ranged from 17% 
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to 8%, for RT 22% to 11%, for Bagging 21% to 10%, for RFR 17% to 9% and for SVR 24% 

to 16% for line 4-5. Thus, XGBoost gave better results than RFR even without current 

penetration fault data in training. Similar superior performance for XGBoost has been 

obtained for the other three lines as shown in Figure 6.5. 
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(c) 

 
(d) 

Figure 6.5 Location estimation error reduction on adaptability investigation in the absence 

of current penetration level data with increasing penetration level. 

 

6.6 Learning Competence Investigation of ML models with Current 

Penetration Fault Data Availability  

The investigation into learning competence assesses the performance of ML models in real-

world scenarios characterized by the gradual accumulation of fault data over time. 

Consequently, ML models are trained using both historical fault data from previous 

penetration levels and the available fault data from the current penetration level. As the fault 

data collected by data recorders/PMUs increases gradually following the installation of new 
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RES units, the study adjusts the consideration of fault data availability for the current 

penetration level in stepwise increments. The performance testing of ML models begins with 

a minimum of 0.5% data availability for the current penetration level and increments by 

0.5% of the complete data in subsequent steps. Thus, the study examines ML models 

performance for fault classification with data availability ranging from 0.5% to 5% of the 

current penetration level. Similarly, for fault localization, the learning competence of 

regression models is evaluated using data availability ranging from 2% to 20% of the current 

penetration level. For instance, to classify and locate faults at penetration level PL-4, the 

models are trained using 20% of the total fault data generated at penetration levels PL-1, PL-

2, and PL-3, along with the available fault data from the current penetration level i.e., PL-4, 

which ranges from 0.5% to 5% for classification and 2% to 20% for localization. 

 

6.6.1 Fault Classification 

When ML classification models are tested for learning competence with gradual availability 

of fault data over time for increased penetration level, XGBoost emerged as the fastest 

learning classifier, as depicted in Figure 6.6 using radar plot. Figure 6.6 displays the eleven 

axes that reflect the fault data inclusions (FDIs) where fault data is increased incrementally 

while training the ML models. The radial distance from the center corresponds to the 

categorization accuracy, expressed as a percentage. The classification accuracies obtained 

have also been tabulated in Tables 6.3, 6.4, 6.5, 6.6 and 6.7 for all five penetration levels 

under the test. As seen from plots, XGBoost performance surpassed RF for higher 

penetration level fault classification.  
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Figure 6.6 Classification accuracy Vs current penetration data availability for various 

penetration levels. 
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Moreover, from the detailed analyses of tables and plots in Figure 6.6, it can be deduced that 

ML models are adapted to fault patterns with the increase in penetration level of RES with 

very few fault data of current penetration. As per Table 6.3 for test case 10 MW at both the 

buses (PL-2), the accuracy ranges from 24% to 99% for XGBoost, 32% to 97% for RF, 30% 

to 96% for Bagging, 31% to 92% for DT, and 21% to 55% for SVM classifier from no-fault 

data to 3% fault data of total generated fault data of current penetration level in training.  

 

Table 6.3 Penetration level 2: Classification accuracy improvement with increasing fault 

data availability. 

Model 0 0.5

% 

1.0

% 

1.5

% 

2.0

% 

2.5

% 

3.0

% 

3.5

% 

4.0

% 

4.5

% 

5.0

% 

DT 31.

1 

70.7 78.1 80.4 87.3 91.9 92.4 96.4 96.6 99.1 99.6 

RF 32.

4 

86.2 87.8 92.9 95.1 96.8 97.8 98.1 98.4 99.2 100 

SVM 21.

8 

36.8 44.0 44.6 52.2 53.4 55.3 57.6 59.9 66.2 81.8 

KNN 74.

4 

75.5 76.9 77.4 78.8 80.5 83.0 85.8 87.5 88.8 97 

Bagging 30.

4 

79.2 82.3 84.3 92.3 94.6 95.8 97.4 99.4 99.8 99.8 

XGBoo

st 

23.

9 

71.8 89.2 94.6 95.7 98.2 99.1 99.4 99.9 100 100 

 
 

Similarly, according to Table 6.4 for test case 20 MW at bus 7 and 10 MW at bus 5 (PL-3), 

the accuracy ranges from 70% to 99% for XGBoost, 77% to 98% for RF, 39% to 96% for 

Bagging, 43% to 93% for DT, and 37% to 69% for SVM classifier from no fault data to only 

2% fault data in the training of current penetration level. Thus, XGBoost performance is 

superior to other models. Further, the superior performance exhibited by XGBoost classifier 

for increasing penetration levels PL-4, PL-5 and PL-6 can be seen from Table 6.5, 6.6 and 

6.7 and plots of Figure 6.6. The SVM model performed worse than other models as its 
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performance is highly dependent on feature extraction techniques and in the presented study 

no feature extraction technique has been utilized. 

 

Table 6.4 Penetration level 3: Classification accuracy improvement with increasing fault 

data availability. 

Model 0 0.5

% 

1.0

% 

1.5

% 

2.0

% 

2.5

% 

3.0

% 

3.5

% 

4.0

% 

4.5

% 

5.0

% 

DT 43.

2 

87.7 90.4 91.4 93.4 93.7 95.1 97 97.2 99.4 99.8 

RF 77.

6 

92.4 96.5 97.1 98.1 98.7 99.1 99.1 99.3 100 100 

SVM 37.

1 

49.4 61.7 62.1 69.4 73 73.6 75.1 78.6 78.7 83.6 

KNN 84.

5 

86.5 86.7 88.8 89.4 90.4 90.6 91.9 93.6 94.2 97.9 

Bagging 39.

3 

91.1 95.8 95.8 96.2 96.6 97.1 97.5 98.6 98.9 100 

XGBoo

st 

70.

9 

86.5 96.2 97.3 98.1 98.8 99.7 99.4 99.5 100 100 

 

 

 

Table 6.5 Penetration level 4: Classification accuracy improvement with increasing fault 

data availability. 

Model 0 0.5

% 

1.0

% 

1.5

% 

2.0

% 

2.5

% 

3.0

% 

3.5

% 

4.0

% 

4.5

% 

5.0

% 

DT 59.

5 

78.2 81.3 83.8 84.2 88.2 89.9 94.9 95.1 96.3 100 

RF 85.

6 

89.5 95.9 97.4 97.5 98.8 98.9 99.4 98.8 100 100 

SVM 49.

3 

75.4 79.8 82.1 82.6 83.4 83.8 84.8 84.4 85.4 85.8 

KNN 85.

5 

85.3 86.3 87.2 88.4 89 90 93.4 94.7 96.8 99.1 

Bagging 56.

9 

71.7 82.7 88.4 88.5 88.6 96 97.4 97.5 97.5 100 

XGBoo

st 

82.

8 

91.3 96.2 97.6 97.9 99.2 99.8 99.9 100 100 100 
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Table 6.6 Penetration level 5: Classification accuracy improvement with increasing fault 

data availability. 

Model 0 0.5

% 

1.0

% 

1.5

% 

2.0

% 

2.5

% 

3.0

% 

3.5

% 

4.0

% 

4.5

% 

5.0

% 

DT 59.

5 

69.4 79.8 86.5 87.6 93.6 94.6 96.0 96.2 96.8 100 

RF 89.

3 

98.1 98.2 98.8 99.4 99.8 100 100 100 100 100 

SVM 53.

2 

68.8 78.5 82.3 82.3 82.7 83.0 83.3 83.3 83.5 87.8 

KNN 87.

3 

88.9 89 89.4 89.5 91.4 91.7 91.8 94.7 95.3 99.1 

Bagging 61.

4 

87.8 92.9 94.9 94.9 96 96.7 97.4 97.8 98.3 100 

XGBoo

st 

92.

9 

95.8 96.7 97.9 100 100 100 100 100 100 100 

 

 

Table 6.7 Penetration level 6: Classification accuracy improvement with increasing fault 

data availability. 

Model 0 0.5

% 

1.0

% 

1.5

% 

2.0

% 

2.5

% 

3.0

% 

3.5

% 

4.0

% 

4.5

% 

5.0

% 

DT 72.

9 

83.1 91.4 95.8 96.1 96.5 98.2 98.3 98.3 98.6 100 

RF 95.

6 

97.7 98.4 99.1 99.4 99.8 100 100 100 100 100 

SVM 70.

7 

81.0 83.8 85.5 87 87.3 87.4 88.6 88.8 89.2 90.4 

KNN 88.

9 

89.1 89.5 89.6 89.9 90.3 92.6 94.8 98.6 99.1 99.4 

Bagging 83.

6 

96.5 97.9 98.6 99.2 99.4 99.5 99.7 99.7 100 100 

XGBoo

st 

99.

6 

99.7 99.8 100 100 100 100 100 100 100 100 

 

6.6.2 Fault Localization 

The fault data for the increased RES penetration is obtained gradually over time. Thus, it is 

mandatory to investigate the model that can quickly perform best with the least data 

available. Hence, investigation for regression models for fault localization is done for their 

learning capability testing. When the ML model’s performance is tested for fault localization 
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at various penetration levels using fault data of lower penetration levels and available fault 

data samples of current penetration level, the mean absolute percentage error (MAPE) for 

fault location estimation on four lines of the studied network obtained is relatively high for 

initial penetration levels than higher penetration levels. However, MAPE decreases 

drastically for ensemble methods with fault data inclusions of current penetration levels. 

This indicates that ensemble methods have quick tendency to learn. 

When the ML regression models are tested for fast learning ability on including some 

fault data of current penetration level with available old penetration level fault data, the 

MAPE of XGBoost reduces faster than other compared models. The assumed available fault 

data for old penetration for the proposed study has been taken as 20% of the total fault data 

generated. From the plots shown in Figures 6.7, 6.8, 6.9, 6.10 and 6.11 displaying MAPE of 

PL-2, PL-3, PL-4, PL-5 and PL-6 for four lines, XGBR, RFR, RT, and Bagging line plots 

seem to overlap; however, the XGBR line plot is visibly lower than other compared model 

line plots. The 0% data represents the no fault data inclusion of current penetration level 

which is same as adaptability investigation case. Thus, MAPE for 0% data inclusion is 

highest for all plots. 

Moreover, location estimation MAPE for all penetration levels have also been tabulated 

in Tables 6.8, 6.9, 6.10, 6.11 and 6.12 for PL-2, PL-3, PL-4, PL-5 and PL-6 respectively. 

XGBoost performed better than other compared models as portrayed from all penetration 

levels tables. Although Bagging, RFR, and RT MAPE are in the same range as XGBoost, it 

still has the lowest MAPE compared to other models. The investigation found that XGBoost 

is the first model to reach the lowest MAPE for most cases, and on reaching 20% of current 

penetration fault data, it exhibited very low MAPE. Thus, XGBoost exhibited superior 
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performance in adapting and learning new scenario fault data. Hence, XGBoost classifier 

and regressor can be used for power system fault classification and localization. 

 

 

Figure 6.7 PL-2: Radar chart demonstrating MAPE reduction with increasing current 

penetration fault data inclusion in training. 
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Figure 6.8 PL-3: Radar chart demonstrating MAPE reduction with increasing current 

penetration fault data inclusion in training. 
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Figure 6.9 PL-4: Radar chart demonstrating MAPE reduction with increasing current 

penetration fault data inclusion in training. 
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Figure 6.10 PL-5: Radar chart demonstrating MAPE reduction with increasing current 

penetration fault data inclusion in training. 
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Figure 6.11 PL-6: Radar chart demonstrating MAPE reduction with increasing current 

penetration fault data inclusion in training. 
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Table 6.8 PL 2: Reduction in localization MAPE with increasing data availability.  
Model 0 2% 4% 6% 8% 10% 12% 14% 16% 18% 20% 

L
in

e 
4

-5
 SVR 24.8 21.8 19.7 16.7 14.1 13.5 13.1 12.8 11.9 11.4 11.1 

Bagging 21.6 9.27 8.52 6.69 4.10 3.82 2.89 2.66 2.41 1.91 1.34 

RFR 17.5 9.42 8.68 7.46 3.48 3.67 2.84 2.73 2.08 2.06 1.28 

RT 22.8 10.6 8.70 5.99 4.33 2.69 2.93 2.64 2.03 1.52 0.87 

XGBR 17.7 9.50 6.38 5.49 2.88 2.75 2.31 1.65 1.59 0.83 0.48 

L
in

e 
7

-5
 SVR 19.6 18.7 16.9 16.1 15.7 15.0 14.7 13.8 11.0 10.9 10.8 

Bagging 15.1 6.13 4.14 3.55 2.92 2.45 2.21 1.89 1.71 1.32 1.15 

RFR 17.5 6.88 4.20 3.15 2.82 2.76 2.00 1.70 1.39 1.08 1.01 

RT 18.4 5.11 3.47 2.77 2.72 2.14 1.56 1.42 0.53 0.28 0.27 

XGBR 14.8 4.88 3.70 2.77 2.16 1.64 1.46 0.87 0.80 0.69 0.53 

L
in

e 
7

-8
 SVR 26.7 24.7 20.7 19.7 17.4 15.3 14.0 13.4 13.1 13.1 12.9 

Bagging 24.2 12.8 9.04 5.82 5.06 4.16 3.83 3.33 3.16 2.86 2.78 

RFR 25.4 13.1 9.48 6.14 6.01 3.97 3.56 3.31 3.12 2.97 2.66 

RT 28.1 9.55 6.52 6.48 4.74 4.08 2.99 2.73 2.14 2.07 1.79 

XGBR 19.8 10.1 7.09 4.40 4.11 2.76 2.47 2.28 1.97 1.51 1.19 

L
in

e 
8

-9
 SVR 21.4 20.0 19.1 17.8 15.9 14.1 13.8 12.4 11.9 11.7 11 

Bagging 19.7 9.81 9.57 7.57 6.04 5.46 4.64 4.32 4.06 3.00 2.82 

RFR 20.1 9.89 9.87 7.23 6.71 5.49 4.66 4.00 3.92 2.87 2.86 

RT 19.5 12.2 8.41 6.90 5.69 4.18 3.42 3.20 2.45 2.27 1.52 

XGBR 19.1 8.15 7.48 5.96 5.44 3.72 2.79 2.58 2.50 1.85 1.38 

 
 

Table 6.9 PL 3: Reduction in localization MAPE with increasing data availability.  
Model 0 2% 4% 6% 8% 10% 12% 14% 16% 18% 20% 

L
in

e 
4

-5
 SVR 20.1 18.5 17.1 15.9 14.8 13.1 13.0 12.9 12.0 11.9 10.8 

Bagging 14.3 7.97 6.55 3.88 3.56 3.36 3.02 3.01 2.50 2.27 1.82 

RFR 14.8 7.24 5.72 3.63 3.51 3.06 2.91 2.78 2.28 2.18 1.54 

RT 17.5 6.02 4.96 3.40 3.22 3.22 2.97 2.43 1.87 1.81 1.16 

XGBR 13.7 5.33 4.65 2.74 2.68 2.40 2.10 1.99 1.67 1.46 1.11 

L
in

e 
7

-5
 SVR 18.1 17.2 15.5 14.1 12.9 12.8 11.9 11.7 11.3 11.1 11.0 

Bagging 14.0 7.48 3.66 3.31 2.61 2.16 2.15 1.86 1.81 1.45 1.07 

RFR 13.3 6.56 3.71 3.33 2.53 1.91 1.78 1.72 1.50 1.35 1.09 

RT 17.4 7.30 3.48 2.36 2.28 2.05 1.76 1.44 1.24 0.89 0.59 

XGBR 10.9 6.22 2.82 2.50 2.24 1.56 1.42 1.39 0.95 0.54 0.28 

L
in

e 
7

-8
 SVR 24.5 21.8 20.7 18.7 16.1 15.1 13.1 12.8 11.8 11.4 11.1 

Bagging 23.9 8.41 5.77 5.69 4.92 3.95 3.57 3.11 2.49 2.38 1.66 

RFR 24.0 8.10 5.81 5.79 5.22 4.14 3.47 2.58 2.34 2.19 1.66 

RT 23.9 7.78 7.08 5.80 4.90 3.86 3.15 2.95 1.87 1.53 1.44 

XGBR 19.1 5.63 4.96 4.59 4.15 3.13 2.56 1.76 1.34 1.24 1.23 

L
in

e 
8

-9
 SVR 20.7 19.1 18.7 16.3 15.1 13.1 12.8 11.9 11.4 11.1 10.9 

Bagging 19.1 9.72 6.71 5.76 5.47 4.67 4.40 3.91 3.54 3.30 2.36 

RFR 19.0 9.62 6.51 5.72 5.60 4.44 4.41 3.96 3.17 2.78 2.70 

RT 18.8 9.97 6.99 5.88 5.33 4.29 3.86 2.72 1.88 1.79 1.72 

XGBR 17.2 9.97 5.42 4.79 4.74 3.00 2.64 2.30 1.75 1.10 1.01 
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Table 6.10 PL 4: Reduction in localization MAPE with increasing data availability.  
Model 0 2% 4% 6% 8% 10% 12% 14% 16% 18% 20% 

L
in

e 
4

-5
 SVR 18.1 13.9 13.1 12.9 12.7 11.9 11.7 11.5 11.2 11.0 10.9 

Bagging 11.5 9.63 6.30 5.06 3.80 3.24 2.97 2.46 2.16 2.00 1.88 

RFR 12.5 9.41 5.19 4.66 3.75 3.44 2.80 2.42 2.28 2.03 1.82 

RT 15.3 12.04 5.96 4.36 3.52 2.93 2.21 2.12 1.81 1.66 1.31 

XGBR 11.2 8.46 5.19 3.94 2.77 2.46 1.69 1.64 1.55 1.27 1.09 

L
in

e 
7

-5
 SVR 16.7 15.1 13.1 12.8 11.8 11.4 11.1 11.0 10.9 10.8 9.74 

Bagging 11.9 7.51 6.31 4.15 2.81 2.64 2.39 2.20 1.63 1.61 1.40 

RFR 11.5 6.82 6.01 4.33 2.73 2.52 2.24 2.22 1.77 1.67 1.37 

RT 12.4 6.68 5.72 4.15 2.42 1.81 1.58 1.47 1.20 1.06 0.94 

XGBR 10.3 6.28 5.48 3.30 2.18 1.51 1.33 1.00 0.97 0.94 0.78 

L
in

e 
7

-8
 SVR 22.7 21.4 20.7 18.4 16.8 16.1 15.7 13.9 12.7 11.1 11.0 

Bagging 23.0 13.4 11.6 7.60 6.22 5.89 4.45 4.35 3.01 2.98 2.83 

RFR 19.4 13.6 11.0 7.25 5.77 5.66 4.20 3.81 3.05 2.94 2.48 

RT 21.1 16.0 11.8 5.39 5.07 4.16 3.99 2.79 2.63 2.23 2.15 

XGBR 17.0 11.4 8.40 5.17 4.38 3.68 3.05 2.13 2.10 2.01 1.51 

L
in

e 
8

-9
 SVR 19.7 18.7 17.8 16.0 15.1 13.7 13.1 12.7 12.6 11.1 10.9 

Bagging 18.1 10.6 6.04 5.98 5.09 4.99 4.19 3.66 3.24 2.92 2.60 

RFR 18.3 10.5 5.8 5.40 5.07 4.90 4.52 3.47 3.43 2.82 2.70 

RT 17.9 11.8 5.90 5.22 4.67 4.14 3.53 2.69 2.45 2.13 1.82 

XGBR 13.9 7.29 5.56 4.74 4.35 3.41 2.86 1.96 1.64 1.40 1.39 

 

 

Table 6.11 PL 5: Reduction in localization MAPE with increasing data availability.  
Model 0 2% 4% 6% 8% 10% 12% 14% 16% 18% 20% 

L
in

e 
4

-5
 SVR 17.1 15.8 14.7 13.0 12.3 11.8 11.0 10.8 10.1 9.95 9.15 

Bagging 11.0 8.54 6.39 5.18 4.06 3.63 3.32 3.03 2.70 1.97 1.93 

RFR 10.3 8.15 5.64 5.06 3.94 3.56 3.09 2.90 2.44 2.21 1.66 

RT 11.2 7.27 5.74 4.74 3.75 3.31 3.22 2.95 2.14 1.89 0.99 

XGBR 8.70 6.79 4.88 3.99 2.91 2.82 2.29 1.66 1.55 1.50 0.58 

L
in

e 
7

-5
 SVR 14.7 13.7 13.0 12.8 12.7 12.2 12.0 11.9 10.6 10.1 9.15 

Bagging 10.0 5.30 5.05 3.82 3.21 2.54 2.08 1.72 1.58 1.57 1.56 

RFR 10.3 4.92 4.32 3.72 2.99 2.58 2.09 1.78 1.57 1.52 1.42 

RT 12.1 4.79 4.47 3.83 2.82 2.56 1.85 1.45 1.03 0.95 0.83 

XGBR 8.88 4.17 3.70 3.34 2.20 1.88 1.53 1.19 1.15 0.69 0.69 

L
in

e 
7

-8
 SVR 20.8 18.3 17.8 15.7 14.9 14.1 13.7 13.0 12.7 12.1 11.9 

Bagging 13.3 7.99 5.53 5.18 4.37 3.58 3.05 2.79 2.44 2.39 2.05 

RFR 13.9 7.67 5.29 5.24 3.91 3.31 3.29 2.69 2.55 2.22 1.95 

RT 20.2 6.14 5.88 5.65 4.52 3.03 2.89 2.08 1.86 1.73 1.29 

XGBR 13.2 5.82 4.93 4.78 3.06 2.82 1.82 1.65 1.62 1.31 1.15 

L
in

e 
8

-9
 SVR 18.5 16.1 14.5 14.1 13.9 12.8 12.1 12.0 11.9 11.0 10.8 

Bagging 16.2 7.94 6.39 4.93 4.77 4.50 4.32 3.32 3.26 2.85 2.77 

RFR 17.5 7.30 6.18 4.81 4.26 4.18 4.17 3.40 3.12 2.77 2.76 

RT 17.3 7.55 6.05 4.83 3.96 3.41 3.27 2.38 2.24 2.07 1.85 

XGBR 13.7 6.43 4.76 4.24 3.16 2.95 2.88 2.02 1.90 1.83 1.51 
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Table 6.12 PL 6: Reduction in localization MAPE with increasing data availability.  
Model 0 2% 4% 6% 8% 10% 12% 14% 16% 18% 20% 

L
in

e 
4

-5
 SVR 16.9 14.9 13.7 12.6 11.9 11.0 10.9 10.6 9.99 9.03 8.15 

Bagging 10.5 9.26 4.91 4.64 3.36 3.06 2.99 2.95 2.63 2.61 1.68 

RFR 9.36 9.44 5.13 4.14 3.36 3.31 3.00 2.77 2.70 2.61 1.75 

RT 11.4 9.90 4.90 4.48 4.02 3.16 2.59 2.45 1.86 1.81 1.48 

XGBR 8.07 7.20 4.12 3.04 2.86 2.64 2.12 1.69 1.48 1.17 1.04 

L
in

e 
7

-5
 SVR 13.4 12.3 11.7 10.9 10.8 10.7 10.1 9.99 9.03 8.75 8.15 

Bagging 8.64 5.48 4.29 3.49 3.16 2.32 2.25 2.02 1.53 1.30 1.12 

RFR 8.22 5.40 4.08 3.67 3.28 2.13 1.91 1.91 1.57 1.24 1.03 

RT 8.89 4.87 3.98 3.62 3.18 2.19 1.59 1.52 1.06 0.83 0.63 

XGBR 8.09 3.81 3.07 2.61 1.98 1.62 1.47 1.33 1.01 0.29 0.28 

L
in

e 
7

-8
 SVR 19.4 17.7 15.1 14.8 13.1 12.8 11.9 11.5 11.2 11.0 10.2 

Bagging 13.0 11.4 7.80 6.46 5.01 4.01 3.97 3.63 3.22 3.03 2.20 

RFR 10.8 10.5 8.32 6.53 4.70 4.17 3.61 3.33 3.26 2.93 2.15 

RT 19.1 14.8 10.3 6.85 4.63 3.73 3.30 2.92 2.71 2.47 2.21 

XGBR 9.10 8.02 6.22 4.34 3.40 3.37 2.54 2.52 2.12 1.71 1.18 

L
in

e 
8

-9
 SVR 16.7 15.1 14.9 14.7 14.0 13.7 13.0 12.8 11.1 10.8 10.7 

Bagging 15.8 6.93 5.95 5.28 5.23 4.66 3.89 3.57 3.05 3.02 2.88 

RFR 16.3 8.09 6.74 4.76 4.64 4.26 3.80 3.65 3.13 2.77 2.75 

RT 16.7 6.67 4.75 4.55 4.35 3.97 3.18 3.00 2.45 1.78 1.55 

XGBR 13.6 5.84 5.15 3.92 3.08 2.91 2.67 2.45 1.71 1.29 1.05 

 

6.7 Result Analysis 

XGBoost has emerged as the fastest learning and most adaptable classifier and regressor for 

power system fault classification and localization for increasing penetration of existing RES. 

Moreover, its training and testing time is also very low, showing its fast-computing 

capability and supremacy over other ensemble techniques. The gradient boosting and 

regularization features of XGBoost enhance its capacity to quickly adapt to new fault data 

scenarios for fault classification and regression. The intrinsic capability for incremental 

learning by the XGBoost algorithm supports XGBoost results outcomes. In incremental 

learning, new models are trained on new data while retaining the knowledge learned from 

previous data [239]. XGBoost supports incremental learning primarily due to its boosting 

algorithm and the nature of its implementation. Since XGBoost builds trees sequentially, it's 
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conducive to updating the model with new data. XGBoost is highly optimized for speed and 

efficiency [212]. The design and implementation of XGBoost make it well suited for 

incremental learning tasks, allowing it to efficiently adapt to new data while leveraging the 

knowledge gained from previous iterations [239]. Therefore, it is suitable for classifying and 

locating transmission line faults for increasing RES penetration levels with gradual fault data 

availability. 

 

6.8 Chapter Summary 

The study presented in this chapter delved into the adaptability and learning competence 

of tree-based models for fault classification and localization in power systems experiencing 

increasing penetration of RES. Primarily, the models’ adaptability is examined for fault 

classification with increasing penetration levels, considering that no fault data is available at 

the increased penetrated level. Models are trained using 20% of the total generated fault data 

of previous penetration levels to incorporate real power system scenarios of limited data 

availability. These classifiers are also investigated for learning competence, considering the 

increasing availability of current penetration level fault data for their training. From the 

analysis of the results obtained for adaptability testing at different penetration levels, it is 

found that KNN performed as an average classifier somewhat irrespective of the level of 

RES penetration. However, all other classifiers performed unreliably at lower penetration 

levels. In general, the performance of all classifiers showed improvement with an increase 

in the level of RES penetration. Performances of XGBoost and RF improved significantly 

with an increase in penetration level. XGBoost exhibited maximum improvement in 

classification accuracy up to 99.6%. In comparison, RF accuracy reached 95.6% at the 
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maximum considered level of RES penetration without including the current penetration 

level fault data in their training. The learning competence testing found that the classification 

performance of considered models showed significant improvement with incremental 

inclusion of current penetration fault data as per availability gradually over time. Further, 

from the analysis of learning trends of tested classifiers, XGBoost and RF are found to be 

the quickest learners giving around 99% classification accuracy with minimum availability 

of fault data for the current penetration levels. However, at higher penetration levels, 

XGBoost outperforms other classifiers in the learning competence testing by giving 100% 

classification accuracy even at the least availability of fault data.  

Further, for fault localization, in the adaptability testing of ML models, initially, higher 

MAPE is observed for all the models. However, MAPE decreases significantly with the 

increase in RES penetration, especially for XGBoost. Further, when these models are 

investigated for learning competence, XGBoost performance is found to be superior to other 

compared models at all penetration levels. Thus, among all tested models, the XGBoost 

regressor is found to be the best ML model for the localization of power system faults under 

increasing RES penetration levels. It quickly learns changing fault patterns introduced due 

to varying power generation from RES, as observed with the least available fault data at 

different penetration levels. Although XGBoost and RF outperformed other tested models 

with the gradual availability of fault data, this study suggests that KNN results should be 

included in the decision-making of the fault type at lower penetration levels for no data 

availability of current penetration levels.  
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Chapter 7 CONCLUSIONS AND FUTURE SCOPE 

 

7.1 Introduction 

The dissertation presents a comprehensive analysis of machine learning (ML) models for 

power system fault diagnosis in the context of ongoing integrations of renewable energy 

sources (RES). Through the exploration of various fault diagnosis techniques, from 

conventional methodologies to intelligent fault diagnosis paradigms, the thesis has provided 

valuable insights into the evolution of fault diagnosis in power systems. 

By examining existing ML-based approaches for power system fault diagnosis and 

conducting a detailed analysis of their characteristics and research trends, this work 

contributes to the understanding of the status of research in the field. Furthermore, the 

utilization of the IEEE 9 Bus system fault database allows for a rigorous assessment of the 

suitability of ML models for fault classification and localization. 

A key highlight of the thesis is the investigation into the impact of RES integration on 

ML-based fault diagnosis. By examining the adaptability of various ML models post RES 

integration and assessing their performance under increasing RES penetration, this study 

offers valuable insights into the challenges and opportunities associated with the evolving 

power system landscape. 

In conclusion, the findings presented in this thesis contribute to the advancement of ML-

based fault diagnosis methodologies in power systems, particularly in the context of RES 

integration. The identification of future research scopes opens avenues for further 

exploration and refinement of ML-based approaches to address the evolving challenges in 

power system fault diagnosis. 
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7.2 Machine Learning Based Power System Fault Diagnosis Research 

Advancements and Perspectives 

A comprehensive review of ML based power system fault detection, classification, and 

localization has been presented in this chapter. A brief discussion on conventional and 

modern power systems, power system monitoring, power system faults, and various fault 

diagnostic techniques has been covered in the beginning of the thesis. Further, the evolution 

of fault localization from conventional impedance-based and traveling wave-based methods 

to ML-based approaches has been outlined. Additionally, a structured framework for 

addressing problems using ML paradigms, along with various performance metrics and 

dimensionality reduction techniques, is provided.  

The chapter delves into the extensive literature survey covering unsupervised and 

supervised learning techniques for fault diagnosis. Further, the taxonomical tabulations of 

research literature facilitate easy reference retrieval and provide insight into current research 

status and trends. Moreover, the advantages and disadvantages of fault diagnosis techniques 

have also been discussed. Finally, the chapter identifies gaps within the literature, and 

suggests several unexplored models and areas that can be utilized for power system fault 

diagnosis. 

 

7.3 Machine Learning Models Assessment for Conventional Power 

System Fault Classification and Localization 

This chapter extensively tested various baseline and potential models for classifying and 

localizing conventional transmission network faults. The findings suggest that ML models 

excel in power system fault classification and localization, given sufficient data availability. 
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Consequently, this study affirms the feasibility of ML-based automatic fault diagnosis for 

transmission networks using voltage and current measurements at transmission line buses. 

The tests demonstrated that DT, RF, ET, bagging and XGBoost perform satisfactorily 

for conventional power system fault classification using instantaneous voltage and current 

measurements from buses. Notably, XGBoost showcased superior performance attributed to 

its faster execution due to its multithreading parallel computing capabilities. Moreover, BRR 

emerged as the superior model for fault localization compared to bagging, RF, RT, ET, and 

SVR models. These results underscore the potential of ML techniques for enhancing fault 

diagnosis efficiency in power systems, paving the way for more reliable and automated fault 

classification and localization methodologies. Further, the models have also been explored 

for fault classification and localization performance, with dimensionality reduction 

techniques. The investigation revealed that SVM, MLP, and KNN classification 

performance improved with dimensionality reduction. However, ensemble methods are 

capable of dealing with high dimensional data effectively without requiring dimensionality 

reduction. Moreover, fault localization performance degraded significantly with 

dimensionality reduction techniques. 

 

7.4 Performance and Adaptability Analysis of Machine Learning Models 

for Transmission Network Fault Classification and Localization with 

RES Integrations 

This chapter presented a two-facet performance analysis of potential ML models for 

classification and location estimation of transmission network faults with RES integrations. 

Firstly, the impact analysis of different size RES integrations on the performance of ML 

models showed that the classification accuracy of all tested classifiers except KNN degrades 
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severely, making them unsuitable for a changed network topology. The fault localization 

results of all regressors are also significantly impacted by the new RES integration, including 

KNR. Moreover, the larger the size of the integrated RES, the greater the degradation. 

KNN’s performance alone was within a considerable range for fault classification. Thus, the 

KNN model can be relied upon for scenarios where system topology has changed, and no-

fault data is available for the changed transmission network. 

Further, the adaptability testing of these models post RES integration with fault data 

availability over time revealed that XGBoost, ET, and RF are quick classification learners. 

Similarly, Bayesian ridge regression outperformed other compared regression models in the 

adaptability testing, however, it failed to fit the model during the impact analysis. Thus, BRR 

can learn very quickly the changed fault patterns with data availability. 

 

7.5 Performance Assessment of Machine Learning Models for Fault 

Classification and Localization Under Increasing RES Penetrations 

The study presented in this chapter delved into the adaptability and learning competence 

investigation of ML models for fault classification and localization in power systems 

experiencing increasing penetration of existing RES. Initially, ML models' adaptability for 

fault classification across various RES penetration levels was investigated, considering the 

absence of fault data from the increased penetration level. Models were trained using fault 

data from previous penetration levels. This analysis revealed that KNN demonstrated 

consistent performance as an average classifier, regardless of the RES penetration level. 

However, other classifiers exhibited unreliable performance at lower penetration levels, with 

overall improvements observed as RES penetration increased. Notably, XGBoost and RF 
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demonstrated significant enhancements in classification accuracy as RES penetration levels 

rose, with XGBoost achieving maximum accuracy. The adaptability testing of regressor 

models for fault localization demonstrated poor performance, giving high MAPE for all 

models, which moderately decreased with increasing RES penetration, particularly for the 

XGBoost regressor. 

Subsequently, we investigated the learning competence of tested classifiers as fault data 

availability from the current penetration level increases utilizing incremental learning 

approach. XGBoost and RF emerged as the quickest learners. XGBoost notably 

outperformed other classifiers at higher penetration levels, achieving 100% classification 

accuracy even with limited fault data availability. Furthermore, XGBoost consistently 

outperformed other tested models across all penetration levels in the learning competence 

investigation. Thus, among the tested models, XGBoost emerged as the most effective ML 

model for fault classification and localization in power systems experiencing increasing RES 

penetration levels. Its ability to quickly adapt to changing fault patterns introduced by 

varying RES power generation, even with minimal fault data availability, highlights its 

superiority. While XGBoost and RF showcased superior performance with gradual fault data 

availability, we suggest considering KNN results in fault type decision-making at lower 

penetration levels when data from the current penetration level is unavailable.  

 

7.6 Future Scope 

While a variety of unsupervised and supervised ML techniques have been applied to fault 

diagnosis, heterogeneous ensemble techniques remain underexplored. Additionally, more 

advanced learning approaches, such as transfer learning, commonly used in other 
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engineering applications, warrant deeper exploration in power system fault diagnosis 

applications. Advanced neural network-based transfer learning is the focus of the proposed 

study's future work. Further, the investigation proposed can also be investigated for other 

engineering systems, e.g., electrical motor fault diagnosis undergoing structural changes due 

to integrating new components or changing motor ratings. 

Despite the remarkable achievements of ML techniques in power system fault diagnosis, 

several key issues remain unresolved and can be examined in future research work. The 

effectiveness of research work heavily relies on the quality and quantity of available datasets 

and the characteristics of the test system. Researchers often resort to simulated data due to 

the lack of realistic power system data. While synthetic data generated from simulations may 

yield promising results, it fails to fully capture the dynamic behavior of real-world power 

systems, especially with the integration of renewable energy sources. The prevalent use of 

synthetic data in research, with the assumption of achieving similar performance in real-

world scenarios, overlooks challenges such as imbalanced data. Imbalanced datasets, 

common in real-time scenarios, are not adequately addressed by researchers, although 

techniques like undersampling and oversampling could potentially mitigate this issue.   
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